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Abstract

A super-scalar processor is one that is capable of sustaining an instruction-execution rate of more
than one instruction per clock cycle. Maintaining this execution rate is primarily a problem of
scheduling processor resources (such as functional units) for high utilrzation. A number of
scheduling algorithms have been published, with wide-ranging claims of performance over the
single-instruction issue of a scalar processor. However, a number of these claims are based on
idealizations or on special-purpose applications.
This study uses trace-driven simulation to evaluate many different super-scalar hardware
organizations. Super-scalar performance is limited
caused by both branch delays and instruction misap

rimarily b instruction-fetch inefficiencies
rgnment. 8ecause of this instruction-fetch

lirnitation, it is not worthwhile to explore highly-concurrent execution hardware, Rather, it is
more appro riate to explore economical execution hardware that more closely matches the
instructron tLoughput provided b
reducing the instruction-fetch inefii

the instruction fetcher. This stud
ciencies and explores the resulting iI

examines techniques for
ardware organizatrons.

This study concludes that a super-scalar processor can have nearly twice the
scalar processor, but that this re uires

1
that four major hardware features: p”

xformance of a
out-o -order execution,

register renarmng, branch pre iction, and a four-instruction decoder. These features are
interdependent, and removing any single feature reduces average performance by 18% or more.
However, there are many hardware simplifications that cause only a small performance
reduction.

Key Words and Phrases: super-scalar, instruction-level concurrency, instruction-level
parallelism, fine-grained parallelism, instruction scheduling, hardware scheduling, register
renaming, branch prediction.
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Chapter 1
Introduction

The time taken by a computing system to perform a particular application is determined by
three factors:

l the processor cycle time,

l the number of processor instructions required to perform the application, and

l the average number of processor cycles required to execute an instruction.

System performance is improved by reducing one or more of these factors. In general, the
cycle time is reduced via the implementation technology and memory hierarchy, the number
of instructions is reduced via optimizing compilers and software design, and the average
number of cycles per instruction is reduced via processor and system architecture.

To illustrate, RISC processors achieve performance by optimizing all three of these factors
[Hennessy 19861. The simplicity of a RISC architecture permits a high-frequency imple-
mentation. Also, because the RISC instruction set allows access to primitive hardware op-
erations, an optimizing compiler is able to effectively reduce the number of instructions per-
formed. Finally, a RISC processor is designed to execute almost all instructions in a single
cycle. Caches and software pipeline scheduling [Hennessy andGross  19831 help the proces-
sor achieve an execution rate of nearly one instruction per cycle.

In the future, processor performance improvements will continue to result from improving
one or more of these factors. The choice among the various techniques to accomplish this is
determined by cost and performance requirements of the intended processor application.
For example, multi-processing, by providing more than one processor to execute instruc-
tions, can reduce by large factors the average number of cycles required for an application,
but requires an application that can be decomposed into independent tasks and incurs the
cost of multiple processor units.

This thesis is concerned with single-processor hardware architectures that allow a sustained
execution rate of more than one instruction per processor cycle: these are called a super-sca-
lar architectures. Figure 1 is a simple comparison of the pipelines of a scalar and a super-
scalar processor (Figure 1 shows an ideal instruction sequence, where all instructions are
independent of each other). The pipeline of the scalar processor can handle more than one
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Figure I. Simple Definition of Super-Scalar Processor

instruction per cycle, as long as each instruction occupies a different pipeline stage. How-
ever, the maximum capacity of the scalar pipeline (in this example) is one instruction per
cycle. In contrast, the super-scalar pipeline can handle more than one instruction both in
different pipeline stages and within the same pipeline stage. The capacity of the super-sca-
lar processor pipeline (in this example) is two instructions per cycle.

One way to view an application is that it specifies a set of operations to be performed by
processing resources. The efficient execution of these operations is largely a matter of
scheduling the use of processor and system resources so that overall execution time is nearly
minimum. Processor software and hardware are responsible for generating a schedule that
efficiently uses the available resources, and for translating this schedule into actual opera-
tions. A software scheduler can arrange the lexical order of instructions so that they are exe-
cuted in some optimal (or near-optimal) order with respect to efficient use of resources. A
hardware scheduler can dynamically arrange the instruction-execution sequence to make
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efficient use of resources. In either case, however, the schedule of operations is constrained
by data dependencies between instructions and by finite processing resources.

Generating and executing an instruction schedule does not intrinsically depend on the num-
ber of instructions that can be performed in a single cycle. The capability to perform more
than one instruction per cycle simply makes it possible to more effectively use the available
resources than if instruction issue is limited to one instruction per cycle. Whether or not this
capability is beneficial depends on scheduling successes of software and hardware.

Most of the published work on instruction schedulers concentrates on specific scheduling
algorithms which can be implemented by software or hardware. Software-based studies
usually assume minimal processor hardware in a system environment that is constrained to
be deterministic and thus permit software scheduling (such as by omitting data caches [Col-
well et al. 19871).  On the other hand, hardware-based studies usually assume minimal soft-
ware support (sometimes even going so far as to claim that hardware scheduling is advanta-
geous because it relieves the compiler of the burden of generating optimized code [Acosta et
al. 19861). Both hardware and software studies typically focus on special-purpose applica-
tions, such as vectorizable applications, which are generally easier to schedule than general-
purpose applications.

This study uses trace-driven simulation to examine the question of whether the cost, com-
plexity, and performance of hardware scheduling in a super-scalar processor justify its use
for general-purpose applications. To address a shortcoming of previous studies, this study
examines a wide range of interactions and tradeoffs between processor components, rather
than focusing on one specific organization or scheduling algorithm. The approach taken is
to evaluate a number of architectural features both in terms of the hardware cost and the per-
formance provided, and to suggest areas where performance is not very sensitive to hard-
ware simplification. As a result, a number of design alternatives are presented. In an actual
implementation, design decisions would be further guided by the capabilities and limita-
tions of the implementation technology.

Some of the hardware simplifications suggested in this thesis are the result of software sup-
port, but only in cases where software can obviously provide this support. To limit the scope
of this study, software techniques are not addressed in detail. Cost andcomplexity are exam-
ined in light of simplifications that software might provide, but no software techniques are
used to increase performance. The reader interested in software scheduling is referred to:
Foster and Riseman [ 19721,  Charlesworth [ 19811, Fisher [ 19811, Rau and Glaeser [ 198 11,
Fisher [1983], Hennessy and Gross [ 19831,  Mueller et al. [ 19841, Weiss and Smith [ 19871,
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Hwu and Chang [ 19881, Lam [ 19881,  Wulf [ 19881,  and Jouppi and Wall [ 19881.  These ref-
erences together give an overview of the capabilities and limitations of software schedulers.

This thesis begins by establishing the background of this study. Chapter 2 explains concepts
and terminology related to hardware instruction schedulers, and discusses the existing lit-
erature. This introductory material motivates the current study.

Chapter 3 introduces the methodology of this study and proposes a super-scalar processor
that performs hardware scheduling. With ideal instruction fetching, the proposed processor
can realize a speedup of over two for general-purpose benchmarks. However, simple, realis-
tic instruction fetching limits performance to well below a speedup of two.

Chapter 4 explains the causes of the instruction-fetch limitations and techniques for over-
coming them. Although instruction-fetch limitations can be largely removed, instruction
fetching still limits performance more than the execution hardware. This suggests a design
approach of simplifying the execution hardware in light of the instruction-fetch limitations.

Chapters 5 and 6 explore a number of different implementations of the super-scalar execu-
tion hardware. Chapter 5 focuses on mechanisms for resolving data dependencies and sup-
plying instructions with operands, and Chapter 6 focuses on hardware instruction schedul-
ing. Both chapters are oriented towards limiting processor hardware without causing a sig-
nificant reduction in performance.

Finally, Chapter 7 presents the conclusions of this study. A super-scalar processor achieves
best performance with a core set of features. These features are complex and interdepend-
ent, and the removal of any single feature causes a relatively large reduction in performance.
However, there are many possible hardware simplifications in other areas that do not reduce
performance very much. These simplifications provide a number of implementation alter-
natives.



Chapter 2
Background

Hardware instruction-scheduling-both with single-instruction issue and multiple-instruc-
tion issue-has been the object of a number of previous investigations. This chapter de-
scribes fundamental concepts related to hardware instruction-scheduling, and explores how
these concepts have been applied in published research investigations. These investigations
form the basis of the current research, either by providing ideas to explore or by indicating
fruitless approaches. However, these investigations also leave open a number of questions
that are addressed in the current study. Previous studies do not address the effects of super-
scalar techniques on general-purpose applications, focusing instead on scientific applica-
tions. In addition, they do not address the effects of super-scalar techniques in the context of
the compiler optimizations and the low operations latencies that characterize a RISC proces-
sor.

2.1 Fundamental Concepts

There are two, independent approaches to increasing performance with hardware instruc-

tion scheduling. The first is to remove constraints on the instruction-execution sequence by
diminishing the relationship between the order in which instructions are executed and the
order in which they are fetched. The second is to remove conflicts between instructions by
duplicating processor resources. Either approach, not surprisingly, incurs hardware costs.

2.1.1 Instruction Scheduling Policies

The simplest method for scheduling instructions is to issue them in their original program
order. Instructions flow through the processor pipeline much as they do in a scalar proces-
sor: the primary difference is that the super-scalar pipeline can execute more than one in-
struction per cycle. Still, though the super-scalar processor can support a higher instruction-
execution rate than the scalar processor, the super-scalar pipeline experiences more opera-
tion dependencies and resource conflicts that stall instruction issue and limit concurrency.

Figure 2 illustrates the operation of the super-scalar processor when instructions are issued
in-order and complete in-order. In this case, the pipeline is designed to handle a certain
number of instructions (Figure 2 shows two instructions), and only this number of instruc-
tions can be in execution at once. Instruction results are written back in the same order that
the corresponding instructions were fetched, making this a simple organization. Instruction
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Figure 2. Super-Scalar Pipeline with In-Order Issue and Completion

issuing is stalled when there is a conflict for a functional unit (the conflicting instructions are
then issued in series) or when a functional unit requires more than one cycle to generate a
result.

Figure 3 illustrates the operation of the super-scalar processor when instructions are issued
in-order and complete out-of-order. In this case, any number of instructions is allowed to be
in execution in the pipeline stages of the functional units, up to the total number of pipeline
stages. Instructions can complete out-of-order because instruction issuing is not stalled
when a functional unit takes more than one cycle to compute a result: a functional unit may

Decode

Execute

W&e-back

Notes:
I1 requires two cycles to execute
I3 and I4 conflict for functional unit
15 depends on I4

Total number of cycles = 7
I1 completes out-of-order

I5 and I6 conflict for functional unit

Figure 3. Super-Scalar Pipeline with In-Order Issue and Out-of-Order Completion
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complete an earlier instruction after subsequent instructions have already completed. In-
struction issuing is stalled when there is a conflict for a functional unit, when a required func-
tional unit is not available, when an issued instruction depends on a result that is not yet com-
puted, or when the result of an issued instruction might be later overwritten by an older in-
struction that takes longer to complete.

Completing instructions out-of-order permits more concurrency between instructions and
generally yields higher performance than completing instructions in-order. However, out-
of-order completion requires more hardware than in-order completion:

l Dependency logic is more complex with out-of-order completion, because
this logic checks data dependencies between decoded instructions and all in-
structions in all pipeline stages. The dependency logic must also insure that
results are written in a correct order. With in-order completion, dependency
logic checks data dependencies between decoded instructions and the few
instructions in execution (for the purpose of forwarding data upon instruc-
tion completion), and results are naturally written in a correct order.

l Out-of-order completion creates a need for functional units to arbitrate for
result buses and register-file write ports, because there are probably not
enough of these to satisfy all instructions that can complete simultaneously.

Out-of-order completion also complicates restarting the processor after an interrupt or ex-
ception, because, by definition, an instruction that completes out-of-order does not modify
processor or system state in a sequential order with respect to other instructions. One ap-
proach to restaR relies on processor hardware to maintain a simple, well-defined restart state
that is consistent with the state of a sequentially-executing processor [Smith and Pleszkun
19851. In this case, restarting after a point of incorrect execution requires only a branch (or
similar change of control flow) to the point of the exception, after the cause of the exception
has been corrected. A processor providing this form of restart state is said to support precise
interrupts orprecise exceptions. Alternatively, the processor pipeline state can be made ac-
cessible by software to permit restart [Pleszkun et al. 19871.

Regardless of whether instructions complete in-order or out-of-order, in-order issue limits
performance because there is a limited number of instructions to schedule. The flow of in-
structions is stalled whenever the issue criteria cannot be met. An alternative is to provide a
relatively large set of instructions to be executed-in an instruction window-from which
independent instructions are selected for issue. Instructions can be issued from the window



with little regard for their original program order, so this method can issue instructions our-
of-or&r. Figure 4 illustrates the operation of a super-scalar pipeline with out-of-order issue.

The instruction window is not an additional pipeline stage, but is shown in Figure 4 as a
scheduling mechanism between the decode and execute stages for clarity. The fact that an
instruction is in the window implies that the processor has sufficient information about the
instruction to make scheduling decisions. The instruction window can be formed by some-
how looking ahead at instructions to be executed [Wedig 19821, or by fetching instructions
sequentially into the window and keeping them in the window as long as they cannot be exe-
cuted.

2.1.2 Scheduling Constraints

Regardless of the sophistication of the scheduling policy, performance is ultimately limited
by other constraints on scheduling. These constraints fall into four basic categories:

l Procedural dependencies. If all instructions to be scheduled were known at
the beginning of execution, very high speedups would be possible [Riseman
and Foster 1972, Nicolau and Fisher 19841. Unfortunately, branches cause
ambiguity in the set of instructions to be scheduled. Instructions following a
branch have a procedural dependency on the branch instruction, and cannot
be completely executed until the branch is executed.

l Resource conflicts. Instructions that use the same shared resources cannot be
executed simultaneously.

Decode
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Write-back

: II, 12 : 13,14  : 14,15,l6  : 15 :
\ l

I1 I1 14 -

I2 13 I6 I5

I1 I6 -
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Notes:
I1 requires two cycles to execute
I3 and I4 conflict for functional unit
I5 depends on 14
I5 and I6 conflict for functional unit

Total number of cycles = 6
I1 and I6 complete out-of-order
I6 issues out-of-order

Figure 4. Super-Scalar Pipeline with Out-of-Order Issue and Completion
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l True data dependencies (or true dependencies). An instruction cannot be
executed until all required operands are available.

l Storage conflicts. Storage locations (registers or memory locations) are
reused so that, at different points in time, they hold different values for differ-
ent computations. This can cause computations to interfere with one another
even though the instructions are otherwise independent [Backus 19781. The
term “storage conflict” is not in widespread use, but is more descriptive of
the scheduling constraint than other terms in general use. There are two
types of storage conflicts: anti-dependencies and output dependencies (there
is little standardization on the terminology used to denote these dependen-
cies, but the concepts are the same in any case). Anti-dependencies enforce
the restriction that a value in a storage location cannot be overwritten until all
prior uses of the value have been satisfied. Output dependencies enforce the
restriction that the value in a storage location must be the most recent assign-
ment to that location.

Procedural dependencies and resource conflicts are easily understood, and are not discussed
further in this section (although they are considered in the remainder of this thesis). True
dependencies are often grouped with storage conflicts, in the literature, into a single class of
instruction dependencies. However, it is important to distinguish true dependencies from
storage conflicts, because storage conflicts can be reduced or removed by duplicating stor-
age locations, much as other resource conflicts can be reduced or removed by duplicating
resources.

The distinction between true, anti-, andoutput dependencies is easily illustrated by an exam-
ple:

R3 := R3 op R5 (1)
R4 := R3 + 1 (2)
R3 := R5 + 1 (3)
R7 : =  R 3  o p  R 4 (4)

In this example:

l The second instruction cannot begin until the completion of the assignment
in the first instruction. Also, the fourth instruction cannot begin until the
completion of the assignments in the second and third instructions. The first
input operand to the second instruction has a true dependency on the result
value of the frost instruction, and the input operands to the fourth instruction
have true dependencies on the result values of the second and third instruc-
tions.
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l The assignment of the third instruction cannot be completed until the second
instruction begins execution, because this would incorrectly overwrite the
first operands of the second instruction. The output result of the third instruc-
tion has an anti-dependency on the first input operand of the second instruc-
tion.

l The assignment of the first instruction cannot be completed after the assign-
ment of the third instruction, because this would leave an old, incorrect value
in register R3 (possibly causing, for example, the fourth instruction to re-
ceive an incorrect operand value). The result of the third instruction has an
output dependency on the first instruction.

True dependencies are always of concern, because they represent the true flow of data and
information through a program. Anti-dependencies are of concern only when instructions
can issue out-of-order (or when instructions are reordered by software), because it is only in
this situation that an input operand can be destroyed by a subsequent instruction (out-of-or-
der issue can sometimes effectively occur during exception restart in a processor that allows
out-of-order completion). Output dependencies are of concern only when instructions can
complete out-of-order, because it is only in this situation that an old value may overwrite a
more-cutrent  value in a register.

Anti- and output dependencies can unnecessarily constrain instruction issue and reduce per-
formance. This is particularly true with out-of-order issue, because these dependencies in-
troduce instruction-ordering constraints that are not really necessary to produce correct re-
sults. For example, in the instruction sequence above, the issue of the third instruction might
be delayed until the fust and second instructions are issued, even when there is no other rea-
son to delay issue.

2.1.3 Storage Conflicts and Register Renaming

In a super-scalar processor, the most significant storage conflicts are caused by the reuse of
registers, because registers are most frequently used as sources anddestinations of operands.
When instructions issue and complete in order, there is a one-to-one correspondence be-
tween registers and values. When instructions issue and complete out-of-order, the corre-
spondence between registers and values breaks down, and values conflict for registers. This
problem can be especially severe in cases where the compiler performs register allocation
[Chaitin et al. 198 11, because the goal of register allocation is to place as many values in as
few registers as possible. Having a high number of values kept in a small number of registers
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creates a higher number of conflicts when the execution order is changed from the order as-
sumed by the register allocator [Hwu and Chang 19881.

A hardware solution to these storage conflicts is for the processor to provide additional reg-
isters which are used to reestablish the correspondence between registers and values. The
additional registers are allocated dynamically by hardware, using register renaming [Keller
19751. With register renaming, a new register is typically allocated for every new assign-
ment. When one of these additional registers is allocated to receive a value, an access using
the original register identifier obtains the value in the newly-allocated register (thus the reg-
ister identifier is renamed to identify the new register). The same register identifier in sev-
eral different instructions may access different hardware registers, depending on the loca-
tions of register references with respect to register assignments.

With renaming, the example instruction sequence of Section 2.1.2 becomes:

R3b := R 3 .  o p  R5. (1)
R4b := R3b + 1 (2)

:= R5. + 1;;& := (3)
R3c Op R4b (4)

In this sequence, each assignment to a register creates a new instance of the register, denoted
by an alphabetic subscript. The creation of new instances for R4 and R3 in the second and
third instructions avoids the anti- and output dependencies on the first and second instruc-
tions, and yet does not interfere with correctly supplying operands to the fourth instruction.

Hardware that performs renaming creates each new register instance and destroys the in-
stance when its value is superseded and there are no outstanding references to the value.
This removes anti- and output dependencies, and allows more instruction concurrency.
Registers are still reused, but reuse is in line with the requirements of concurrent execution.

2.2 Published Techniques for Single-Instruction Issue

This section explores how the concepts and techniques described in Section 2.1 have been
addressed by published proposals for hardware scheduling with single-instruction issue.
The goal of these proposals is to attempt to achieve an instruction-execution rate of one in-
struction per cycle with functional units which can take several cycles to produce a result.
The primary shortcoming of single-instruction schedulers with regards to the current study
is that they (as expected) do not address problems related to multiple-instruction issue. Sin-
gle-instruction issue greatly reduces the burden on the scheduling logic, because this logic
generally deals with instructions one-at-a-time.

11



2.2.1 Common Data Bus-Tornado’s Algorithm

Tomasulo [1967] describes the hardware scheduling algorithm implemented in the IBM
360/91. There are two key components supporting this scheduling algorithm: reservation
stations and a common data bus. The reservation stations appear at the input of each func-
tional unit, and hold instructions which are waiting on operands or on the availability of the
associated functional units. The common data bus carries operands from the output of the
functional units to the reservation stations: it is important that all functional units share this
common data bus so that operands may be broadcast to all reservation stations.

Tomasulo’s algorithm implements register renaming. When an instruction is decoded, it is
allocated a reservation-station entry (decoding stalls if there is no available entry). Instruc-
tion operands-or tags for these operands, if they are not available-are copied to the reser-
vation-station entry. This copying avoids anti-dependencies, because subsequent instruc-
tions can complete and write their results without disrupting either the operands or the tags
of this instruction.

To complete instruction decode, the identifier for the allocated reservation-station entry is
written into a tag location associated with the result register (if the instruction has a result).
This tag identifies the result that will be produced by this instruction, and serves to rename
the corresponding register. Any subsequent instruction that is decoded before the current
instruction completes obtains this tag instead of an operand value. An instruction is issued
from the reservation station when all of its operands are valid (that is, when no tags are held
instead of values) and the functional unit is free. When an instruction completes, its result
value is broadcast on the common data bus, along with the tag value (in reality, the tag is
broadcast on the preceding cycle, for timing reasons). All reservation-station entries that
have an operand tag equal to this result tag latch the result value, because this value is re-
quired as an operand. The result value may also be written into the register file, but only if its
tag matches the tag associated with the register. This avoid output dependencies: if the tags
do not match, the result does not correspond to the most recent pending update to the regis-
ter.

Exceptions are imprecise in this scheme because the sequential-execution state is not main-
tained in the register file, and there is no provision to recover this state. However, exceptions
that are detected during instruction decode (such as invalid instruction codes) are precise.
Exceptions detected during decode can be made precise simply by holding instruction de-
code and allowing all pending instructions to complete.
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2.2.2 Derivatives of Tornado’s Algorithm

Weiss and Smith [ 19841 study the performance advantages of Tomasulo’s algorithm for the
CRAY- 1 scalar processor, using the Lawrence Liver-more Loops as benchmarks. With sin-
gle-instruction issue, Tomasulo’s algorithm yields a 1.58 average speedup. Weiss and
Smith also propose and explore two simpler alternative hardware-scheduling mechanisms.

The first alternative to Tomasulo’s algorithm is based on Thorton’s [ 19701 register score-
board used in the CDC6600. Weiss and Smith examine a variant of Thorton’s algorithm that
eliminates renaming and the associated tag-allocation hardware of Tomasulo’s algorithm.
Weiss and Smith’s variant of Thorton’s algorithm operates in a similar manner to
Tomasulo’s algorithm, except that a single bit (the scoreboard bit) is used instead of a tag to
indicate that a register has a pending update. This eliminates the tag array and replaces it
with a simpler scoreboard array. Since there is only one bit to track pending register updates,
there can be only one such update, and decoding is stalled if the decoded instruction wiIl
update a register that already has a pending update. This further simplifies the hardware,
because when there can be only one pending update there is no need to compare result tags to
register tags during write-back. Also, register identifiers are used instead of operand tags to
match result values to operand values in the reservations stations. The disadvantage of
Thorton’s algorithm is its performance: Tomasulo’s algorithm has 22% better performance
for the Livermore Loops, on the average.

A second simplification to Tomasulo’s algorithm examined by Weiss and Smith is a mecha-
nism they term direct tag search, which eliminates the reservation-station comparators for
matching result tags to operand tags. Direct tag search is used in a hardware organization
very similar to that OfTomasulo’s, except that there is a table indexed by result tags to per-
form the routing function that is performed, in Tomasulo’s algorithm, by the reservation-sta-
tion comparators. In direct tag search, there can be only one reference to a given tagged
value in a reservation-station entry; a second attempted reference blocks instruction decod-
ing. When a tag is placed into a reservation-station entry, an identifier for that entry is placed
into the tag-table entry indexed by the tag. When the result corresponding to this tag is pro-
duced, the tag is used to access the tag table, and the reservation-station identifier in the table
used to route the result value to the reservation station. This has about an 8% advantage over
Thorton’s algorithm, on the average.

Sohi and Vajapeyam [ 19871 address another undesirable feature of Tomasulo’s algorithm:
there is a tag entry and comparator for each register, but this hardware is under-utilized.
There are not many instructions in the reservation stations at any given time, and thus there
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are not many active tags in the tag array. This is particularly a problem with a processor
having a large number of registers (Sohi and Vajapeyam are concerned with the CRAY-1
scalar processor, which has 144 registers). As an alternative, they propose keeping alI active
tags in a much smaller associative array- t h e rag unit-that maintains alI register-to-tag
mappings currently in effect. When an instruction is decoded, and one or both of its source
registers have pending updates (indicated by a single bit accessed with the source registers),
the tag unit is queried with source-register identifiers and returns the appropriate tag(s). At
the same time, a new tag is allocated for the current result, and this is placed into the tag unit
along with the destination-register identifier. If there is another pending update for the same
register in the tag array, this previous update is marked as not being the latest update, to
avoid output dependencies.

Sohi and Vajapeyam [ 19871 also examine several extensions to the tag unit. The first exten-
sion follows the observation that each tag entry in the tag unit is associated with a single
instruction in a reservation station. Because of this one-to-one correspondence between tag-
unit entries and reservation-station entries, the tag unit and reservation stations can be com-
bined into a single reservation station/tag unit (RSTU) that serves as a reservation station for
all functional units. This has the advantage that less storage is needed, because the reserva-
tion station is not partitioned by functional unit. Furthermore, the storage in the RSTU can
be used to hold results after instruction completion, and can return the results to the register
file in sequential order. This configuration, called a register update unit (RW), provides
precise interrupts. The RW is operated as a first-in, first-out (FIFO) buffer, with decoded
instructions being placed at the tail of the FIFO and results being written from the head of the
FIFO.

Updating the registers sequentially allows variations in the tag-allocation hardware. If re-
sults are returned to registers in order, countexs can be used to keep track of pending updates.
Sohi and Vajapeyam associate two counters with each register: one counter keeps track of
the number of values destined for the register (the number of instances counter), and the
other keeps track of the most recent value (the latesr instance counter). The latest instance
counter-appended to the register identifier- acts as a tag for the operand. The number of
instances counter prevents the number of pending updates from exceeding the limitations of
the latest instance counter and thus prevents duplication of tags (this could be accomplished
more simply by making the latest instance counter big enough to count every entry in the
RW). It is not clear that these counters are much simpler than the tag logic they are intended
to avoid.
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Sohi and Vajapeyam find that their configuration has a speedup of 1.81 for the Lawerence
Livermore Loops with a register update unit of 50 entries. The CRAY-1 configuration they
use has high operation latencies which reduce the advantage of hardware scheduling.

2.3 Published Techniques for Multiple-Instruction Issue

This section expIores how the concepts and techniques described in Section 2.1 have been
addressed by published proposals for hardware scheduling with multiple-instruction issue.
In contrast to single-instruction schedulers, multiple-instruction schedulers are in a more
theoretical domain. Most of the proposals discussed below concentrate on scheduling algo-
rithms and are light in their treatment such issues as efficient instruction fetching, the com-
plexity and speed of the dependency-checking logic, and the allocation and deallocation of
processor resources when a variable number of instructions issue and complete in a single
cycle.

2.3.1 Detecting Independent Instructions with a Pre-Decode Stack

The original work on hardware scheduling for multiple-instruction issue appears to have
been by Tjaden and Flynn [1970]. They describe a method for detecting independent in-
structions in a pre-decode stack, considering only data dependencies between instructions.
Branch instructions are not considered: it is assumed that procedural dependencies have
been removed before the instructions are placed into the pre-decode stack.

In Tjaden and Flynn’s proposal, instructions are encoded so that instruction source and sink
registers are identified by bit vectors within the instructions-it is contemplated that the
processor has only a few such sources and sinks, as in an accumulator-based architecture.
Dependencies between instructions in the pre-decode stack are determined by comparing
these source and sink vectors bit-by-bit on every cycle, causing the dependency-checking
logic to grow as the square of the size of the pre-decode stack. The algorithm checks for true
and anti-dependencies, but completely ignores output dependencies. Apparently, it is as-
sumed that a value will be used as a source operand before it is overwritten, and that all in-
structions complete in the same amount of time. The algorithm also defines weakly inde-
pendent instructions which use different registers but which may generate a common mem-
ory address and thus depend through memory locations.

The scheduling algorithm implements renaming by a special treatment of instructions hav-
ing open fleers. An instruction has open effects if it updates a register on which it does not
depend-this is simply the property an instruction must have for renaming to be
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advantageous. To support renaming, each register is statically duplicated a number of times,
so that each program-visible register is actually implemented as a vector of registers. When
an open-effects instruction is found in the pre-decode stack, its destination register is reas-
signed to be the next adjacent register in the register vector, all instructions following this
instruction then use the newly-assigned register, until a new open-effects instruction is en-
countered which updates this register.

Tjaden and Flynn find that, with renaming, the algorithm has a potential speedup of 1.86.
However, this measurement was made for only 5600 instructions, and is based only on the
number of independent instructions in the predecode stack. This speedup does not account
for effects of instruction fetching, instruction-execution time, nor increased decoding time.

2.3.2 Ordering Matrices

Tjaden [ 19721 and Tjaden and Flynn [ 19731 describe a (rather theoretical) scheduling tech-
nique for issuing multiple instructions based on software-generated dependency matrices.
Each row or column of a dependency matrix is a bit vector that identifies the sources or sinks
of instructions in a program. There are two principal matrices. The first matrix has rows
made up of the bit vectors that identify instruction sinks: a bit is set in a row if the instruction
corresponding to the row alters the register corresponding to the bit. The second matrix has
columns made up of bit vectors that identify instruction sources: a bit is set in a column if the
instruction corresponding to the column reads the register corresponding to the bit. Depend-
encies between instructions are detected by performing operations on these matrices. As in
Tjaden and Flynn [ 19701, it is unclear how output dependencies are handled.

The dependency matrices are assumed to be computed by a software preprocessor and
loaded into the processor before execution. For this reason, the algorithm cannot handle de-
pendencies that are detected via dynamically-computed addresses. Furthermore, elements
of the matrix are activated and deactivated by hardware to enable and disable portions of the
dependency-checking as instructions are completed and reactivated (reactivation occurs be-
cause of branches). Because of activation and deactivation, matrix elements can have three
values: off (the source or sink is not used), on/active (the source or sink will be used), and
on/inactive (the source of sink will not be used because the instruction is not active, but may
be used at a later time). The algorithm handles procedural dependencies by making this acti-
vation/deactivation information explicitly visible as storage, called the IC resources. All
branch instructions update the IC resources to activate and deactivate instructions, and all
instructions use the IC resources as a source. Procedural dependencies are thus treated as
data dependencies on the IC resources. This causes all instruction preceding a branch to
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issue before the branch is issued, and causes a branch to issue before instructions after the
branch am issued (although the algorithm can be enhanced in several ways to relax these
constraints).

Register renaming is performed as in Tjaden and Flynn [ 19701 by providing statically-dupli-
cated registers. In this case, however, renaming is applied to instructions having shadow
effects. The term shadow effects refers to an instruction with an antidependency on a previ-
ous instruction: this instructions can be made independent by reassigning the instruction
sink. Renaming requires five-value matrix elements: off, on/active, on/inactive, shadow
effects/active (the instruction is independent if the sink can be reassigned), and shadow ef-
fects/inactive. Handling shadow effects in this manner has the further disadvantage of creat-
ing false dependencies, because the dependency matrices do not take renaming into account.

The speedup for the highest-performing version of this algorithm is 1.98 on a sample of three
benchmarks. However, this speedup does not account for the complexity of the scheduling
algorithm. An implementation with 36-by-36 matrices requires 1296 total elements in each
matrix, and 3 bits of storage at each element. Performing the required matrix operations and
updates takes 4 micro-seconds, assuming six-input gates with a propagation delay of 5 nano
seconds each. Even at this, the algorithm can handle only tasks that are 36 instruction long or
less. Larger tasks are handled by hierarchically breaking the tasks into smaller sub-tasks and
using the algorithm to schedule these sub-tasks.

2.3.3 Concurrency Detection in Directly-Executed Languages

Wedig [ 19821 builds on the the work Tjaden [ 19721 and Tjaden and Flynn [ 19731, address-
ing primarily the weaknesses in handling procedural dependencies and in fetching tasks into
the instruction window. Wedig’s scheduling algorithm assumes instructions are in their
original static order in the instruction window. This algorithm is presented in the context of a
directly-executed-language architecture, but this limitation seems unnecessary other than to
allow some assumptions about how instruction and task information are encoded.

Wedig assumes the existence of a resource conflict function returning a set of independent
instructions (this function has the complexity of Tjaden’s and Flynn’s ordering matrices).
Procedural dependencies are handled by associating with each instruction in the window a
execution vector that indicates how many iterations of the instruction have been executed. A
global to-be-executed element defines the total number of iterations to be performed by all
instructions in the window. This approach initially assumes that all instruction in the win-
dow will be performed the same number of times (conceptually equal to the highest number
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of iterations in the window). Instructions that art not actually executed this number of times
are vimalfy executed by updating their execution vector without actually executing the in-
struction. The execution vector and the to-be-executed vector are computed dynamically as
the result of branch instructions. The static instructions i,n the window can thus provide
many dynamic instructions. Several branches can be executed in parallel, because these si-
multaneously update the to-be-executed vectors. Wedig also examines the problems related
to filling the instruction window, but this amounts to little more than enumerating the prob-
lems encountered and defining the functions that must be performed to update the execution
structures.

Wedig implements register renaming by associating a shadow storage queue with each in-
struction in the window. The shadow storage queue consists of three vectors. There is one
sew sink vector; an element of this vector is the value produced by the corresponding
iteration of the instruction, and there is one element per iteration (over a local span of time).
There are two shadow source vectors; elements of these vectors point to source operands, in
the shadow sink vectors, of the corresponding instruction iterations. The shadow storage
queue unnecessarily duplicates resources, and further complicates the scheduling algo-
rithm. With renaming, Wedig’s algorithm achieves a speedup of 3.00, assuming compiler
support to help create independent instructions.

Uht [ 19861 builds on Wedig’s work, and reduces hardware required by building dependency
matrices as instructions are loaded into the window rather than after instructions are loaded
into the window. Uht also identifies classes of procedural dependencies that are avoided by
the static instruction window (for example, nested forward branches can be executed inde-
pendently, because the execution of these involves only updating the to-be-executed vec-
tors). With renaming, Uht obtains an average speedup of 2.00 over ten benchmarks.

2.3.4 Dispatch Stack

Tomg [ 19841 and Acosta et al. [ 19861 propose a dispatch stack that detects independent in-
structions and issues them to the functional units. The dispatch stack is an instruction win-
dow that has source- and destination-register fields augmented with dependency counts.
There is a dependency count associated with each source register, giving the number of
pending updates to the source register (thus the number of updates which must be completed
before all possible true dependencies are removed). There are two similar dependency
counts associated with each destination register, giving both the number of pending uses of
the register (the number of anti-dependencies) and the number of pending updates to the reg-
ister (the number of output dependencies). When an instruction is loaded into the dispatch
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stack, these counts are set by comparisons of register identifiers with all instructions already
in the dispatch stack (requiring five comparators per loaded instruction per instruction in the
dispatch stack). As instructions complete, the dependency counts are decremented (by a
variable amount) based on the source- and destination-register identifiers of completing in-
structions (also requiring five comparators per completed instruction per instruction in the
dispatch stack). An instruction is independent when all of its counts are zero, and can be
issued if it has no functional-unit conflicts.

The dispatch stack achieves a speedup of 2.79 for the Lawrence Livermore Loops, on an
ideal processor that has an infinite number of single-cycle functional units and infinite in-
struction-fetch bandwidth. The performance of this machine could be much higher: per-
formance suffers because this algorithm does not implement register renaming. This is un-
fortunate, because the comparators used to detect dependencies and to update dependency
counts could be put to better use by implementing renaming. Also, a branch is handled by
stalling the instruction fetcher until the branch is resolved. This apparently does not affect
performance very much, because in the Livermore Loops the branch dependency path is
shorter than other dependency paths. Dwyer and Tomg [ 19871 address issues of hardware
complexity and performance with the dispatch stack, relying on bit vectors to select tegis-
ters.

2.3.5 High Performance Substrate

The High Performance Substrate (HPS) [Patt et al 1985a] and the proposed single-chip im-
plementation HPSm [Hwu andPatt 19861 are concerned with scheduling micro-instructions
that have been decoded from higher-level instructions. The motivation for the word “sub-
strate” in the project name is that this architecture can form the basis for emulating any in-
struction set-via micro-code interpretation- with presumed good performance because of
the ability to exploit micro-code-level concurrency.

In HPS, a “branch predictor” supplies instructions to adecoder (the most explicit discussion
of the branch predictor appears in [Patt et al. 1985b], but this is not very specific). The de-
coder then expands instructions into sets of nodes. The tetm “node” refers to a node in a
dependency sub-graph for the instruction. A node is basically a micro-instruction, and the
nodes (microinstructions) corresponding to a given instruction have interdependencies ex-
plicitly identified. After decoding, nodes are merged into a node table using Tomasulo’s
algorithm The merge operation resolves dependencies on nodes outside of the decoded set,
supplying either values or tags for required operands; a regisrer alias table implements re-
naming. After merging, the nodes are placed into a node table which serves the same role as
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reservation stations, except that there is a single node table for ail functional units instead of
a node table per functional unit. Nodes are issued from the node table to the functional units.
A checkpoint mechanism deals with exceptions and repairing processor state after
mispredicted branches [Hwu and Patt 19871.

The proposed HPS hardware is quite complex and general, addressing several concerns not
directly related to scheduling or concurrent execution. For example, interpreting higher-
level instructions creates a need to identify the point at which all micro-operations for a
given instruction have completed, because only at this time is the entire instruction com-
plete.

Hwu and Patt [ 19861 compare the performance of HPSm to the Berkeley RISC II processor.
The performance of HPSm is better than the performance of RISC II, but this is mostly the
result of assuming a 100 nano-second cycle time for HPSm against a 330 nanosecond cycle
time for RISC II (this is justified on the basis of pipelining). On a cycle-by-cycle basis,
HPSm is slower than RISC II in four of six benchmarks, with optimized code.

2.3.6 Multiple-Instruction Issue with the CRAY-1 Architecture

Plezkun and Sohi [ 19881 describe the performance of the CRAY-1 scalar architecture on
the Lawrence Liver-more Loops. They simulate several combinations of result-bus organi-
zations, issue policies (in-order, out-of-order), and operation latencies. Register renaming,
with the register update unit of Sohi and Vajapeyam [ 19871,  is also examined. None of these
alternatives achieves an instruction-execution rate greater than unity on scalar code, but this
is probably due to the high latency of the functional units and of the memory (a load requires
eleven or five cycles to execute, and a branch requires five or two cycles, depending on the
machine organization). The high latency is reflected in the fact that, for this organization,
the maximum theoretical execution rate is .79-l .29 instructions per cycle, Issuing four in-
structions per cycle with renaming and out-of-order execution achieves 6449% of this
maximum. However, single-instruction issue with renaming and out-of-order execution
achieves 5662% of the theoretical maximum-close to the performance with multiple-in-
struction issue. Limitations on performance that are unrelated to the scheduling mechanism
make it difficult to determine the effectiveness multiple-instruction scheduling in this case.

2.4 Observations and Conclusions

Much of the previous research is not directly relevant to a super-scalar RISC processor, for
two reasons. First, this research was based on architectures with high operation latencies-
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or, worse, unstated operation latencies-which blurs the relationship between instruction
scheduling and performance. A RISC processor is typically characterized by very low laten-
ties for most operations. Second, the effect of compiler optimizations is often ignored in
previous studies, even though these optimization can reduce instruction independence
[Jouppi and Wail 19881.  For example, moving an invariant instruction out of a loop can
eliminate many independent run-time operations.

Previous studies have focused on scientific applications having a high degree of independ-
ent computation. Simply having the capability to issue floating-point instructions concur-
rently with other instructions gives the super-scalar processor the same high instruction
throughput, on vectorizable code, as a vector processor. In some scientific applications, a
super-scalar processor can be superior to a vector processor, because the super-scalar proc-
essor does not incur as much of the pipeline-startup latency associated with the vector proc-
essor [Agerwala and Cocke 19871.

In contrast, the current study is oriented towards applications having widespread use on
general-purpose, single-chip RISC microprocessors. These applications are significantly
different than scientific applications. There is less opportunity for concurrent execution of
operations than there is in scientific programs. Furthermore, hardware costs are a much
larger consideration in general-purpose computing than in high-performance scientific
computing.

Finally, previous studies provide many ideas for implementing an effective execution unit,
but say very little about supplying instructions to the execution unit at an adequate rate. This
study will show that instruction fetching is the most severe performance limit in the super-
scalar processor, and that the design of the execution unit should take this into account.
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Chapter 3
Methodology and Potential Performance

Prior hardware-scheduling studies are a good source of i&as, but these studies do not pro-
vide much information on which to base implementation decisions. All research described
in the previous chapter concentrates on specific scheduling algorithms, and evaluate imple-
mentation tradeoffs only within the context of the given algorithm. The current study, in
contrast, explores a wide range of design tradeoffs presented by a super-scalar processor,
using highly-optimized, general-purpose benchmark programs. The methodology was de-
signed to allow the efficient evaluation of a large number of hardware alternatives on a large
class of programs.

This chapter introduces the methodology of this research. This chapter also develops, as a
basis for investigation, a super-scalar RISC processor model used to evaluate potential per-
formance. The performance achieved by this processor model-for perfectly-predicted
branches and infinite instruction bandwidth-is over twice the performance of a scalar proc-
essor that issues single instructions in order. This speedup is limited by data dependencies,
resource conflicts, and the limited number of instructions available to the hardware sched-
uler. However, as will be shown, instruction-fetch limitations constrain the performance of
the super-scalar processor more than instruction-scheduling constraints. The following
chapter considers methods for improving the efficiency of the instruction fetcher.

3.1 Simulation Technique

This study uses a trace-driven simulation to evaluate the benefits of various super-scalar or-
ganizations for highly-optimized, non-scientific applications. The tracing system is based
on the MIPS, Inc. R2000TM RISC processor (1). The R2000 has very good optimizing com-
pilers, as well as analysis tools which allow generation of dynamic instruction traces and
data-reference traces NIPS 861.

All simulations are performed as shown in Figure 5. The optimized object code for a par-
ticular benchmark is processed by pixieTM (1) [MIPS 861, a program that annotates the ob-
ject code at basic-block entry points and at memory references. When the annotated code is
executed, it produces a dynamic trace stream in addition to the program’s normal output.
This trace stream consists of basic block addresses, counts of the number of instructions in

(1) R2000  and pixie are trademarks of MIPS, Inc.
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Figure 5. Flowchart for Trace-Driven Simulation

each basic block, and load/store addresses. The trace stream and the original object file are
used to generate the full instruction trace stream needed by the hardware simulator. This
approach allows statistics to be generated rapidly, and allows the super-scalar evaluation to
be performed at a reasonable level of abstraction. For example, the simulator need not track
the contents of every processor register, it is only necessary that the simulator be aware of
register identifiers in instructions. Furthermore, the simulator need only model the func-
tional units as nodes representing delay.

The machine simulator models the functionality of both a super-scalar and a scalar processor
using a machine configuration file and command-line scheduling parameters. The execu-
tion of the scalar and super-scalar processors are modeled at a functional level, with time
recorded in terms of machine cycles. The cycle time and functional-unit characteristics of
the two processors are identical, although the super-scalar processor has two integer arith-
metic/logic units (ALUs), which reduces the principle resource constraint to concurrent

23



instruction execution. Most instructions in the benchmark programs (typically 50%) are
performed by an integer ALU, and providing two ALUs relieves the most severe resource
bottleneck [Smith et al. 19891.

The scalar and super-scalar processors differ primarily in the instruction decode and sched-
uling mechanisms. The scalar processor issues instructions in-order and completes instruc-
tions out-of-order, this permits a certain amount of concurrency between instructions (for
example, between loads and other integer operations). The super-scalar processor is able to
decode and issue any number of instructions, using any issue policy (the actual processor
configuration is specified upon program initiation). By keeping the number of instructions
completed by each processor equal, the simulator is able to determine the performance ad-
vantage of the super-scalar organization over the scalar processor in a way that is independ-
ent of other effects, such as changes in cache reload penalties or functional-unit latencies.

As the simulator fetches instructions from the dynamic trace stream, it accounts for penalties
which would be associated with fetching these instructions in an actual implementation
(such as instruction-cache misses) and supplies these instructions to the scalar and super-
scalar processor models. Each processor model accounts for penalties caused by branches
and by the execution unit not being able to accept decoded instructions (because of resource
conflicts, for example). Instructions are checked for data and/or register dependencies on all
other uncompleted instructions. When an instruction is issued, it flows through a simulated
functional-unit pipeline. The instruction cannot complete until it successfully arbitrates for
one of (possibly) several result buses. During the cycle in which the result appears on a re-
sult bus, all dependencies on the instruction are removed.

3.2 Benchmark Programs

The set of target applications has a significant influence on the available instruction inde-
pendence and the resulting performance of the super-scalar processor. A significant portion
of the published research strives to use super-scalar techniques to enhance the performance
of scientific or vectorizable applications. These applications typically have a high number
of independent operations and a high ratio of computation to dynamic branches. This in turn
leads to large potential concurrency. In contrast, the programs used in this study mostly rep-
resent a wide class of general, non-vectorizable applications (linpack is a notable excep-
tion). These applications are thought to have little instruction-level concurrency because of
their complex control flow, and they form a good test of the generality of the super-scalar
processor.
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The benchmarks include a number of integer programs (such as compilers and text format-
ters) and scalar floating-point applications (such as circuit and timing simulators). Table 1
describes each benchmark program. To avoid examining concurrency that is due to the lack
of compiler optimization, highly-optimized versions of these programs are used. No soft-
ware reorganization is performed, except for usual RISC pipeline scheduling already exist-
ing in the code.

To obtain processor measurements, each program is allowed to complete 4 million instruc-
tions. This reduces simulation time, and includes a fixed overhead for cache cold-start ef-
fects in every measurement (roughly corresponding to 100-300 process switches per sec-
ond, depending on the cycle time and execution rate of a particular configuration). In prac-
tice, the results do not change significantly after the first million instructions.

Four programs in Table l-ccom, irsim, troff, and yacc-are chosen as a representative
sample for demonstrating and clarifying certain points throughout this thesis. This sample

Program

5diff

Table I. Benchmark Program Descriptions

Description

text file comparison

awk 1 pattern scanning and processing I
ccom

compress

doduc

optimizing C compiler

file compression using Lempel-Ziv encoding

Monte-Carlo simulation, double-precision floating--point

espresso logic minimization

gnuchess computer chess program

ww
irsim

latex

reports occurrences of a string in one or more text files

delay simulator for VLSI layouts

document preparation system

linpack linear-equation solver, double-precision floating-point
I I

nroff 1 text formatter for a typewriter-like device
I

simple

spice296

tmff

hydrodynamics code

circuit simulator

text formatter for typesetting device

wolf
whetstone

vacc

standard-cell placement using simulated annealing

standard floating-point benchmark, double-precision floating-point

comoiles a context-free arammar into LR(l) parser tables
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limits the amount of data presented for purposes of illustration. Othenvise, simulation re-
sults are presented as low, harmonic mean, and high values for all programs shown in
Table 1. The harmonic mean is used to mote closely convey the expected speedup over all
benchmarks.

3.3 Initial Processor Model

Super-scalar processor design presents a large number of opportunities for tradeoffs. As

with any processor, there is much interaction between processor components, and this inter-
action limits performance. However, the interaction is significantly more complex in a su-
per-scalar processor than in a scalar RISC processor. The investigation of tradeoffs is sim-
plified if there is a single basis for evaluation.

This section presents a model for a super-scalar execution unit that was culled from a variety
of hardware instruction-scheduling proposals. This model resulted from an investigation
into the performance limitations imposed by the execution hardware, and is a good starting
point for this study because the model is rather ambitious and can exploit much of the concu-
rrency available in the benchmark programs. Since this execution model does not limit per-
formance appreciably, it allows a more straightforward exploration of performance limits
and design tradeoffs than would a processor having limited performance potential.

To develop this initial model, it was necessary to specify criteria for selecting among alter-
native hardware organizations--in the absence of specific measurements-because of the
variety of existing super-scalar proposals and associated performance claims. This section
describes the rationale behind the initial processor organization as well as the organization
itself. It should be emphasized that the rationale presented here is not necessarily universal:
it simply introduces the considerations related to multiple-instruction issue and to hardware
scheduling, and motivates the hardware organization. The following chapters deal with ex-
ploring, refining, and simplifying this model.

3.3.1 Basic Organization

Three organizational techniques allow the super-scalar processor to achieve as much in-
struction-execution concurrency as possible. First, there are multiple, independent, func-
tional units. This allows concurrent operation on different instructions. Second, the func-
tional units that take more than one cycle to generate a result are pipelined where possible, so
that instructions can be issued at a higher rate than without pipelining. Third, the execution
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unit can issue instructions out-of-order to allow the functional units to be better utilized in
the presence of data dependencies.

Figure 6 illustrates a cost/performance dilemma presented by a super-scalar processor.
Figure 6 plots-for the sample benchmarks-the fraction of total cycles in which 0, 1,2,3,
etc. instructions are issued in a processor with perfect instruction and data caches (a perfect
cache is infinite and suffers no reload penalty). Figure 6 also shows the net instruction-exe-
cution rate for these benchmarks. These data illustrate that the maximum number of instruc-
tions issued in one cycle can be significantly higher than the aggregate instruction-issue rate
(more than a factor of two higher). Hardware costs and performance are determined by the
peak instruction-execution rate, but the average execution rate is well below below this peak
rate.

To avoid as many constraints as possible, the execution unit must support a high peak in-
struction-execution rate. However, issuing many instructions per cycle can be quite expen-
sive, because of the cost incurred in communicating operand values to the functional units.
Each instruction issued in a single cycle must be accompanied by all its required operands,
so issuing N instructions in one cycle requires access ports and routing buses for as many as
2N operands. An apparently cost-effective way to support this peak instruction-issue rate is

Fraction of
Total Cycles

Benchmark/Net Instruction-Execution Rate
cconV2.57 irsimQ.62 tmff#/2.58 yaccd2.39

0.320- I
0.280 I

0.240

U’ 0 1 2 3 4 5 6+
Number of Instructions

Figure 6. Sample Instruction-Issue Distribution
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by distributing the instruction window among the functional units as reservation stations
[Tomasulo 19671.  With this organization, the reservation stations act as an instruction
buffer that is filled at the average instruction-execution rate. The decoder, register read
ports, and operand-distribution buses need only support the average rate. Because the mser-
vation stations are distributed, they can easily support the maximum instruction-issue rate:
in one cycle, the reservation stations can issue an instruction at each of the functional units.
The data needed for instruction issue comes from the local reservation stations, rather than a
global register file.

3.3.2 Implementation Description

Figure 7 shows a block diagram for the processor model. In Figure 7, connections between
components should not be construed as single buses; almost all connections comprise multi-
ple buses, as described later.

The processor incorporates two major operational units-an integer unit and a floating-
point unit-which communicate data via a data cache and data memory. This organization
was chosen to mimic the organization of the R2000 processor and the R2010TM (2) floating-
point unit. The integer and floating-point units are controlled by a single instruction stream
supplied by an instruction memory via an instruction cache. Both the instruction memory
and the instruction cache can supply multiple instructions per fetch, but the number of in-
structions fetched from the instruction memory is not necessarily equivalent to the number
of instructions fetched from the instruction cache.

Each operational unit is composed of a number of functional units with associated reserva-
tion stations. A multiple-instruction decoder places instructions and operands into the reser-
vation stations of the appropriate functional units. A functional unit can issue an instruction
in the cycle following &ode if that instruction has no data dependencies and the functional
unit is not busy; otherwise, the instruction is stored in the reservation station until all depend-
encies are released and the functional unit is available.

Register renaming [Keller 19751 eliminates anti- and output dependencies. To implement
register renaming, each operational unit incorporates a reorder buffer [Smith and Pleszkun
19851 containing a number of storage locations which are dynamically allocated to instruc-
tion results. When an instruction is decoded, its result value is assigned a reorder-buffer lo-
cation, and its destination-register number is associated with this location (i.e. the destina-
tion register is renamed). A tag is allocated for the result, and this is also stored in the

(2) R2010 is a trademarks of MIPS, Inc.
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assigned reorder-buffer location. A subsequent reference to the renamed destination regis-
ter obtains the value stored into the reorder buffer or the tag for this value.

The reorder buffer is implemented as a content-addressable memory. It is accessed using a
register number as a key, and returns the latest value written into the register. This organiza-
tion performs name mapping and operand access in a single cycle, as does the register file.
During instruction decode, the reorder buffer is accessed in parallel with the register file.
Then, depending on which one has the most recent value, the desired operand is selected.
The operand value-if available-is copied to the reservation station. If the value is not
available (because it has not been computed yet), the result tag is copied to the reservation
station. This procedure is carriedout for each operand required by each decoded instruction.

If a result register mapped by the reorder buffer is the destination of a previously-decoded
instruction, the previous mapping is marked as invalid, so that subsequent instructions ob-
tain the result of the new instruction. At this point, the old register value could be discarded
and the reorder-buffer entry freed. However, the entry is preserved in this model because the
entry allows the processor to recover the state associated with in-order completion, simplify-
ing interrupt and exception handling [Smith and Pleszkun 19851.

When a result becomes available, it is written to the reorder buffer and to any reservation-
station entry containing a tag for this result (this requires associative memory in the reserva-
tion stations). Subsequent instructions continue to fetch the value from the reorder buffer-
unless the entry is superseded by a new value- until the value is retired by writing it to the
register file. Retiring occurs in the order given by sequential execution, preserving the se-
quential state for interrupts and exceptions.

The design of the super-scalar pipeline closely parallels the design of a scalar RISC pipeline,
to keep the execution rate of sequential instructions as high as their execution rate in a scalar
processor. Table 2 shows the parallels between the pipeline of the sequential processor and
the pipeline of the super-scalar processor. Table 2 does not show every function performed
in the pipeline stages, but does illustrate how the additional functions required by the super-
scalar processor fit into the pipeline stages of the sequential processor. In essence, the reor-
der buffer augments the register file and operates in parallel with it. The reservation stations
replace the functional-unit input latches. The distribution of operands and writing of results
are similar for both processors, except that the super-scalar processor requires more hard-
ware, such as buses and write ports.

Loads and stores occur on a single-word interface to a data cache (there are separate buses
for addresses and data). Loads are given priority to use the data-cache interface, since an
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Table 2. Comparisons of Scalar and Super-Scalar Pipelines

Pipeline Stage Scalar Processor Super-Scalar Processor

Fetch fetch one instruction fetch multiple instructions

Decode decode instruction decode instructions

access operand from register file access operands from register file
and reorder buffer

copy operands to functional-unit copy operands to functional-unit
input latches reservation stations

Execute execute instruction execute instructions

arbiirate for result buses

Write-back wriie result to register file write results to reorder buffer

forward results to functional-unit forward results to functional-unit
input latches reservation stations

Result Commit n/a write results to register file

uncompleted load is more likely to stall computation. Stores are buffered to resolve conten-
tion with loads over the data-cache interface. A load is issued in program-sequential order
with respect to other loads, and likewise for a store. Furthermore, a store is issued only after
all previous instructions have completed, to preserve the processor’s sequential state in the
data cache (the store buffer also aids in deferring the issue of stores).

Dependencies between loads and stores are determined by comparing virtual addresses. For
this study, it is assumed that there is a unique mapping for each virtual page, so that virtual-
address comparisons detect all dependencies between the physical memory locations ad-
dressed by a process. A load is held because of a store dependency if the load address
matches the address for a previous store, or if the address of any previous store is not yet
valid. If the valid address of a store matches the address of a load, the load is satisfied di-
rectly from the store buffer-once the store data is valid-rather than waiting on the store to
complete.

3.3.3 Processor Configuration

For the results presented in Section 3.4, the characteristics of the functional units are mod-
eled after the R2000 processor and R2010 floating-point unit. Table 3 shows the configura-
tion of the functional units. Issue latency is defined as the minimum number of cycles
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Fundional Unit

Table 3. Configuration of Functional Units

between the issuing of two instructions to a functional unit. Result latency is the number of
cycles taken by the functional unit to generate a result value. Issue and result latencies can
depend on whether an operand is a single (32-bit) word or a double-precision (64-bit) float-
ing-point number. Table 3 also shows the number of reservation-station entries allocated to
each of the functional units.

The instruction and data caches of both the scalar and the super-scalar processors are 64 kilo-
byte (Kbyte), direct-mapped caches with a four-word block size. The instruction and data
caches are loaded via a double-word interface to the main memory; after an initial access
time of twelve cycles (chosen in light of the anticipated processor operating frequency), the
interface can reload an entire cache block in two cycles. The integer reorder buffer has
sixteen entries, the floating-point reorder buffer has eight entries, and the store buffer has
eight entries. Both the integer and the floating-point reorder buffers can accept two results
per cycle, and can retire two results per cycle to the corresponding register file. The integer
and floating-point reorder buffers and register files have a sufficient number of read ports to
satisfy all instructions decoded in one cycle.

Again, this processor configuration is intended only as a basis for further study. The hard-
ware-and the size of the reservation stations-were determined by experimentation to not
limit performance significantly for the target applications. This processor organization is
used as a standard for comparing other hardware alternatives throughout this study.
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3.4 Results Using an Ideal Instruction Fetcher

Figure 8 shows the performance of the execution hardware described in Section 3.3 on the
benchmark programs. In Figure 8, performance of the three scheduling policies described
in Set tion 2.1.1 is measured in terms of speedup, where speedup is the total number of cycles
taken by the scalar processor to execute a benchmark divided by the total number of cycles
taken by the super-scalar processor for the same benchmark. The results in Figure 8 are ob-
tained with ideal instruction fetching. The instruction-fetch unit can supply as many instruc-
tions in one cycle as the execution unit can consume, except when there is an instruction-
cache miss. The fact that the simulator is trace-driven allows it to supply instructions for
scheduling with little regard for branches. Of course, this ability is not available to any real
processor.

With in-order issue, out-of-order completion yields higher performance than in-order com-
pletion. In fact, in-order completion has lower performance than the scalar processor for
some floating-point-intensive benchmarks. Using out-of-order completion, a scalar proces-
sor can achieve more instruction concurrency in the presence of high-latency operations

Speedup
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Figure 8. Potential Speedup of Three Scheduling Policies,
using Ideal Instruction Fetcher
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than a super-scalar processor using in-order completion. Still, out-of-order issue consis-
tently has the best performance for the benchmark programs.

However, Figure 9 shows that out-of-order issue has much less advantage when the instruc-
tion fetcher of the super-scalar processor is modeled after the instruction fetcher of the scalar
processor (the scalar fetcher, on decoding a branch instruction, waits until the execution of
the branch before fetching the next sequence of instructions). Figure 9 summarizes the per-
formance of the benchmarks with an ideal fetcher and a scalar fetcher, for all three schedul-
ing policies. Figure 9 uses the convention-followed throughout the remainder of this the-
sis-of showing the low, harmonic mean, and high speedups of all benchmarks. The aver-
age speedup with out-of-order issue and an ideal fetcher is 2.4; the speedup decreases to 1.5
with a scalar fetcher. For this class of applications and a conventional instruction fetcher, the
penalties incurred for procedural dependencies reduce the processor’s ability to have suffi-
cient instructions to schedule concurrently. Unless these penalties can be reduced, out-of-
order issue is not cost-effective.

Speedup Ideal Fetcher Scalar Fetcher

compl in compl out issue out

low h-mean high

compl in compl out issue out

Figure 9. Speedups with Ideal Instruction Fetcher and
with Instruction Fetcher Modeled after Scalar Fetcher
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Chapter 4
Instruction Fetching and Decoding

Hardware scheduling is effective only when instructions can be supplied at a sufficient rate
to keep the execution unit busy. If the average rate of instruction fetching is less than the
average rate of instruction execution, performance is limited by instruction fetch. It is easy
to provide the required instruction bandwidth for sequential instructions, because the fetcher
can simply fetch several instructions per cycle. It is much more difficult to provide instruc-
tion bandwidth in the presence of non-sequential fetches caused by branches.

This chapter describes the problems related to instruction fetching in the super-scalar proc-
essor, and proposes solutions to these problems. Branch prediction allows a high instruc-
tion-fetch rate in the presence of branches, and is key to achieving performance with out-of-
order issue. Furthermore, even with branch prediction, performance is highest with a wide
instruction decoder (four instructions wide), because only a wide decoder can provide suffi-
cient instruction bandwidth for the execution unit.

4.1 Branches and Instruction-Fetch Ineffkiencies

Branches reduce the ability of the processor to fetch instructions because they make instruc-
tion fetching dependent on the results of instruction execution. When the outcome of a
branch is not known, the instruction fetcher is stalled or may be fetching incorrect instruc-
tions, depleting the instruction window of instructions and reducing the chances that the
processor can find instructions to execute concurrently. This effect is similar to the effect of
a branch on a scalar processor, except that the penalty is greater in a super-scalar processor
because it is attempting to fetch and execute more than one instruction per cycle.

But branches also affect the execution rate in another way that is unique to the super-scalar
processor. Branches disrupt the sequentiality of instruction addressing, causing instructions
to be misaligned with respect to the instruction decoder. This misalignment in turn causes
some otherwise valid fetch and decode cycles to be only partially effective in supplying the
processor with instructions, because the entire width of the decoder is not occupied by valid
instructions.

The sequentially-fetched instructions between branches are called a run, and the number of
instructions fetched sequentially is called the run length. Figure 10 shows two instruction
runs occupying four instruction-cache blocks (a four-word cache block is assumed here for
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Figure IO. Sequence of Two Instruction Runs for Illustrating
Decoder Behavior

the purposes of illustration). The fist run consists of instructions SlS5, which contain a
branch to the second run consisting of instructions Tl-T4. Figure 11 shows how these in-
struction runs are sequenced through straightforward four-instruction and two-instruction
decoders assuming-for illustration-that two cycles are required to determine the outcome
of a branch.

The four-instruction decoder provides higher instruction bandwidth in this example-l. 125
instructions per cycle, compared to 0.9 instructions per cycle for the two-instruction de-
coder-but neither decoder provides adequate bandwidth to exploit the available instruction

Four-lnstnrction Decoder Branch Two-Instruction Decoder
Delay

I

1 .125 instructions/cycle

0.9 instructions/cycle

Figure I I. Sequence of Instructions in Figure 10 Through Two-Instruction
and Four-Instruction Decoders
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concurrency. There are two reasons for this. First, the decoder is idle while the processor
determines the outcome of each branch in the sequence. Second, instruction misalignment
prevents the decoder from operating at full capacity even when the decoder is processing
valid instructions. For example, a four-instruction decoder spends two cycles processing the
five instructions S lS5, even though the capacity of the decoder is eight instructions in these
two cycles.

The instruction fetcher operates most efficiently when it is processing long runs of instruc-
tions. Unfortunately, general-purpose programs such as those used in this study have in-
struction runs that are generally quite short Figure 12 shows the dynamic run-length distri-
butions for the sample of four typical programs (the no-op instructions used for pipeline
scheduling in the original code are not counted in the run length). The instruction runs
shown in Figure 11 ate typical for the benchmark applications. In this distribution, half of
the instruction runs consist of four instructions or less. The high number of short instruction
runs places many demands on the instruction fetcher, if adequate fetch efficiency is to be
achieved.

It is important to emphasize that the run length in Figure 12 is determined only by taken
branches. In contrast, the length of basic blocks used in compiler optimizations and schedul-
ing are determined by all branches, taken or not. The basic blocks are shorter than the
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Figure 12. Dynamic Run Length Distributionfor Taken Branches
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instruction runs shown in Figure 12. This suggests that software would have difficulty fmd-
ing sufficient instructions within a basic block to schedule effectively.

4.2 Improving Fetch Efficiency

This section discusses mechanisms which reduce the impact of branch delays and misalign-
ment on the instruction-fetch efficiency of the super-scalar processor. It also presents the
benefit of these mechanisms on processor performance. Subsequent sections consider hard-
ware implementations of these mechanisms.

4.2.1 Scheduling Delayed Branches

A common technique for dealing with branch delays in a scalar RISC processor is to sched-
ule branch instructions prior to the actual change of program flow, using delayed branches
[Gross and Hennessy 19821.  When a delayed branch is executed, the processor initiates the
fetch of the target instruction stream, but continues execution in the current stream for a
number of instructions. Hence, the processor can perform useful computation during the
branch delay. The number of instructions executed after the branch, but before the target, is
architecture-dependent: the number is chosen according to the number of cycles required to
fetch a target instruction.

A software scheduler takes advantage of delayed branches by placing useful instructions af-
ter the delayed branch instruction. These instructions are taken either from the basic block
that contains the branch, or from one or both succeeding basic blocks. Scheduling more than
one branch-delay instruction is most effective if the software scheduler is able to follow the
branch with instructions from the likely successor block (the likely successor is determined
by software branch prediction) lJ%zFarling  and Hennessy 19861. These instructions should
not be executed if the outcome of the branch is not as predicted, so the ptocessorsquarhes, or
suppresses the execution of instructions following the branch if the branch outcome is differ-
ent than the outcome predicted by software. Essentially, this method of scheduling branch-
delay instructions allows the processor to fetch target instructions without changing the pro-
gram counter and establishing a new instruction fetch stream.

The difficulty in scheduling delayed branches to overcome the branch-delay penalty in a su-
per-scalar processor is that the branch delay of a super-scalar processor is much higher than
the delay in a scalar processor. The branch delay of a super-scalar processor is determined
largely by the amount of time required to determine the outcome of the branch. In contrast,
the branch delay of a scalar processor is determined largely by the time taken to fetch the
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target instruction. In a super-scalar processor with out-of-order execution, the number of
cycles of branch delay can be quite high. Also, because the super-scalar processor fetches
more than one instruction per cycle, a very large number of instructions must be scheduled
after the branch to overcome the penalty of the branch &lay.

Figure 13 plots extremes in the average number of branch-delay cycles (that is, the average
number of cycles between the time that a predicted branch instruction is decoded and the
time that the outcome is determined) as a function of speedup. Figure 13 also shows the
extremes of instruction-fetch bandwidth sustained during this time interval. The range of
speedups was obtained by varying machine configurations and instruction-fetch mecha-
nisms over all of the sample benchmarks.

Figure 13 illustrates that the branch delay increases significantly as processor speedup in-
creases. The increase of the branch delay with increasing speedup is the result of the buffer-
ing provided by the instruction window. With larger speedups, the instruction window is
kept relatively fuller than with smaller speedups. A full window, and the dependencies a full
window implies, prevent the resolution of branches for several cycles. Furthermore, during
these cycles, the processor must sustain an instruction fetch rate of more than one instruction
per cycle. Thus, for example, to sustain a speedup of two, software would have to schedule
about eight instructions following a branch (four cycles of delay at two instructions per

Delay & Bandwidth
(Cycle: & Instructions/Cycle)

i
Speedup

Figure 13. Branch Delay and Penalty Versus Speedy,
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cycle): Pleszkun et al. [ 19871 demonstrate the difficulties in scheduling such a high number
of instructions after a branch.

4.2.2 Branch Prediction
The instruction-fetch delays caused by branches can be reduced by predicting the outcome
of the branch during instruction fetch, without waiting for the execution unit to indicate
whether or not the branch should be taken. Figure 14 illustrates how this helps for the in-
struction sequence of Figure 11. Branch prediction relies on the fact that the future outcome
of a branch can usually be predicted using knowledge of previous branch outcomes. Hard-
ware branch prediction predicts branches dynamically using a structure such as a branch
target buffer [Lee and Smith 19841, and relies on the fact that the outcome of a branch is
stable over time. Software branchprediction predicts branches statically using an execution
profile (or reasonable guess based on program context) to annotate the program with predic-
tion information, and relies on the fact the outcome of a branch is usually the same.

Though they rely on different branch properties, software and hardware branch prediction
yield comparable prediction accuracies [McFarling and Hennessy 1986, Ditzel and McLel-
lan 19871. It is important, though, that the branch-prediction algorithm not incur any delay
cycles to determine the predicted branch outcome; Figure 15 illustrates the effect on fetch
efficiency if a cycle is required to determine the predicted branch outcome. Any unused
cycles between instruction runs cause a large reduction in fetch efficiency, because instruc-
tion runs are generally short. Hardware branch prediction has some advantage over software
prediction in that it easily avoids this additional cycle. Software prediction requires an addi-
tional cycle for decoding the prediction information and computing the target address, un-
less the instruction format explicitly describes branches predicted to be taken (for example,
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Figure 14. Sequence of Instructions in Figure II Through Two-Instruction
and Four-Instruction Decoders with Branch Prediction
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Figure 15. Sequence of Instructions in Figure 11 with Single-Cycle Delay for
Decoding Branch Prediction

by a single instruction bit) and their absolute target addresses (for example, by a fixed target-
address field).

Branch delays are more effectively overcome by instruction-fetch hardware that uses branch
prediction than by software scheduling of branch-delay slots. The branch-prediction infor-
mation can be supplied either by hardware or software, but the instruction fetcher should be
designed to fetch instruction runs without any intervening delay cycles. Furthermore, the
fetcher should be prepared to fetch several runs ahead of the execution unit before determin-
ing the outcome of a given branch. For example, considering that the median run is four
instructions long, a four-instruction fetcher might fetch four complete instruction runs to ob-
tain a speedup of two, because the branch delay can be more than four cycles.

Because the scope of this study does not permit the extensive evaluation of software tech-
niques, hardware branch prediction is used. The results obtained with software prediction
should not be very much different, on the average. Section 4.3 describes the branch predic-
tion algorithm used in this study.

4.2.3 Aligning and Merging

In addition to improving the instruction-fetch efficiency by predicting branches, the instruc-
tion fetcher can improve efficiency by aligning instructions for the decoder, so that there are
fewer wasted decoder slots. In the absence of branch-delay penalties, the ratio of wasted to
used decoder slots depends on the particular alignment of an instruction run in memory (and,
therefore, in the instruction cache). Figure 16 demonstrates the effect of instruction
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Figure 16. Fetch Eficiencies for Various Run Lengths

alignment on fetch efficiency, by showing the fetch efficiency by run length experienced
during the execution of the sample benchmarks. These fetch efficiencies were determined
dynamically, excluding all branch delay cycles; only misalignment causes the fetch efft-
ciencies to be less than two or four instructions per cycle. For these programs, the average
fetch efficiency is 1.72 instructions per cycle for a two-instruction decoder and 2.75 instruc-
tions per cycle for a four-instruction decoder.

If the fetcher can fetch instructions faster than they are executed (for example, by fetching an
entire four-word cache block in a single cycle to supply a two-instruction decoder), it can
align fetched instructions to avoid wasted decoder slots. Figure 17 shows how the instruc-
tion runs of Figure 10 are aligned in a two-instruction and a four-instruction decoder (suc-
cessful branch prediction is assumed for this illustration). Note that aligning has reduced the
wasted decoder slots for instructions Tl-T4, but has not reduced the wasteddecoder slots for
SlS5.

If the fetcher performs branch prediction, it can also increase the fetch efficiency by merging
instructions from different instruction runs. This is illustrated by Figure 18 (the decode slots
labeled “next” in Figure 18 refer to instructions from the run of instructions following
Tl-T4). As with aligning, merging depends on the ability of the fetcher to fetch instructions
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Figure 17. Sequence of Instructions in Figure 10 Through Two-Instruction
and Four-Instruction Decoders with Branch Prediction and Aligning
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Figure 18. Sequence of Instructions in Figure 10 Through Two-Instruction
and Four-Instruction Decoders with Branch Prediction, Aligning, and Merg-
ing

at a rate greater than their execution rate, so that additional fetch cycles are available when
the fetcher reaches the end of an instruction run.

4.2.4 Simulation Results and Observations

The various fetch alternatives described in Sections 4.2.2 and 4.2.3 were evaluated using the
benchmark programs. These results are shown in Figure 19 and Figure 20, which plot the
low, harmonic mean, and high speedups among all programs for the fetch alternatives, with
both a two-instruction and four-instruction decoder. The interpretation of the chart labels is
as follows:

l base - no prediction and no aligning.

l pred- predicting branches with hardware.
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l align - aligning the beginning of instruction runs in the decoder when possi-
ble.

l merge - merging instructions from different runs when possible.

l perfect - perfect branch prediction, but with alignment penalties. This case
is included for comparison.

l ma X- the maximum speedup allowed by the execution hardware, with no
fetch limitations. This case is included for comparison.

The speedups for alI but the final two sets of results are cumulative: the speedups for a given
case includes the benefit of all previous cases. Aligning and merging are performed only
when the fetcher has sufficient cycles to perform these operations.

-l-he principle observation from these results is that branch prediction yields the greatest in-
cremental benefit of any of the mechanisms for improving fetch efficiency. Section 4.3 dis-
cusses a hardware implementation of branch prediction that incurs a small relative hardware
cost.

Figure 19 and Figure 20 also show that a four-instruction decoder always out-performs a
two-instruction decoder. This is not surprising, because the four-instruction decoder has
twice the potential instruction bandwidth of the two-instruction decoder. None of the tech-
niques applied to a two-instruction decoder to overcome this limitatiorr-such as aligning
and merging-yield the same advantage as a four-instruction decoder. The essential prob-
lem with a two-instruction decoder is that the instruction throughput can never exceed two
instructions per cycle-the fetch efficiency is always below this limit. However, a two-in-
struction decoder places fewer demands on hardware than a four-instruction decoder, par-
ticularly for read ports on the register file. Section 4.4 considers the implementation of a
four-instruction decoder that has reduced hardware demands.

There is some advantage in aligning and merging instruction runs, but these do not seem to
be appropriate functions for hardware, because they increase the length of the critical delay
path between the instruction cache and the decoder. A more efficient method to align and
merge instruction runs relies on software. Software can align instructions by unrolling loops
and by arranging instructions on appropriate memory boundaries. Furthermore software
can merge instruction runs using software branch-prediction. If the software scheduler can
effectively predict the outcome of a branch, it can move instructions from the likely succes-
sor basic block to pad the remainder of the decode slots following the branch (these instruc-
tion are decoded at the same time as the branch). Note that this is similar to scheduling
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branch &lays in a scalar processor, but the goal is to improve the effkiency of the decoder.
The padded instructions are executed if the prediction is correct, and are squashed if the pm-
diction is not correct. The reorder buffer (or similar structure) in the execution unit can eas-
ily nullify a variable number of instructions following a branch, depending on the alignment
and outcome of the branch.

Software  aligning and merging has the advantage that instruction runs are always aligned,
and are merged when a branch is successfully predicted- This is in contrast to hardware,
which can perform these functions only with reserve fetch bandwidth and alignment hard-
ware in the critical delay path between the instruction cache and decoder.

4.3 Implementing Hardware Branch Prediction
A conventional method for hardware branch-prediction uses a branch target buffer [Lee and
Smith 19841 to collect information about the most-recently executed branches. Typically,
the branch target buffer is accessed using an instruction address, and indicates whether or
not the instruction at that address is a branch instruction. If the instruction is a branch, the
branch target buffer indicates the predicted outcome and the target address. Figure 21
shows the average hits rates of a branch target buffer on the sample benchmark programs.
Figure 21 is included only as an illustration: the indicated branch-prediction effectiveness
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Figure 21. Average Branch Target Bu@er Hit Rates
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agrees with the results reported by others [Lee and Smith 1984,  McFarling and Hennessy
1986, Ditzel and McLellan 19871. A large branch target buffer is required to achieve a good
hit ratio, because, unlike a cache, there is one entry per address tag and the branch target
buffer cannot take advantage of spatial locality. However, the hit ratio of even a large branch
target buffer is still rather low, due to n&prediction.

A better hardware alternative to a branch target buffer is to include branch-prediction infor-
mation in the instruction cache. Each instruction cache block includes additional fields that
indicate the address of the block’s successor and information indicating the location of a
branch in the block. When the instruction fetch obtains a cache block containing correct
information, it can easily fetch the next cache block without waiting on the decoder or exe-
cution unit to indicate the proper fetch action to be taken. This is comparable to a branch
‘target buffer with a number of entries equal to the number of blocks in the instruction cache
and with associativity equal to the associativity of the instruction cache. This scheme is
nearly identical to the branch target buffer in prediction accuracy (most benchmark pro-
g-rams experienced a branch prediction accuracy of 80-95% in this study).

Indirect branches (that is, branches whose target addresses are specified by the contents of
registers) can reduce the branch prediction ratio even when they are unconditional, because
branch-prediction hardware cannot always predict the successor cache block when the tar-
get address can change during execution. However, the target addresses of most dynamic
indirect branches show locality because of repetitive procedure calls from the same proce-
dure, making it useful to predict such branches if the cost is not high (the benefit is about a
2-3% improvement in branch-prediction accuracy).

The results given in Section 4.2.4 assume the existence of an instruction fetcher that can
fetch instructions without any delay for successfully-predicted branches. ‘l-his section dis-
cusses the implementation of this instruction fetcher to demonstrate that an implementation
is feasible and to show that it causes only a small increase in the size of the instruction cache.
Also, this section shows that the fetcher can predict indirect branches with no additional cost
over that required for the basic implementation.

4.3.1 Basic Organization

Figure 22 shows a sample organization for the instruction-cache entry required by the in-
struction fetcher (this entry may include other information not important for this discussion).
For this example, the cache entry holds four instructions. The entry also contains instruc-
tion-fetch information which is shown expanded in Figure 22. The fetch information
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Figure 22. Instruction Cache Entry for Branch Prediction

contains an address tag (used in the normal fashion) and two additional fields used by the
instruction fetcher:

l The successor index field indicates both the next entry predicted to be
fetched and the frost instruction within this next entry predicted to be exe-
cuted. The successor index does not specify a full instruction address, but is
of sufficient size to select any instruction within the cache. For example, a 64
Kbyte, direct-mapped cache requires a 16bit successor index if all instruc-
tions are 32 bits in length.

l The branch block index field indicates the location of a branch point within
the instruction block. Instructions beyond the branch point are predicted not
to be executed- Figure 23 shows sample instruction-cache entries for the
code sequence of Figure 14, assuming a 64Kbyte, direct-mapped cache and
with the indicated instruction addresses.

4.3.2 Setting and Interpreting Cache Entries

When a cache entry is first loaded, the cache fetch hardware sets the address tag in the nor-
mal manner, and sets the successor index field to the next sequential fetch address. The de-
fault for a newly-loaded entry, therefore, is to predict that branches are not taken. If the pre-
diction is incorrect, this will be discovered later by the normal procedure for detecting a
mispredicted branch.

As Figure 23 illustrates, a target program counter can be constructed at branch points by
concatenating the successor index field of the branching entry to the address tag of the
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Code Sequence: Cache Entries:
01 10 11

X-743644: Sl -
s2 I Sl I s 2 I s3 I
s3 Address tag = 0074 Successor index = 3650 Branch bktck index = 00
s4
s5

1 ;

s4 I s5 I - I -
I

Address tag = 0074 Successor index - 2234 Branch bbck index - 10

X=342234: Tl
T2
T3
T4

- I Tl I T2 I T3 I
Address tag = 0034 Successor index = 2240 Branch block index = 00

T4 I - I - I - I
Address tag = 0034 Successor index = ???? Branch block index = 01

Figure 23. Example Cache Entriesfor Code Sequence of Figure 14

successor entry. Between branch points, the program counter is incremented and used to
detect cache misses for sequential runs of instructions. Cache misses for branch targets am
handled as part of branch prediction checking. The program counter recovered from the
cache entries can be used during instruction decode to compute program-counter-relative
addresses and procedure return addresses; if the program counter is wrong because of
misprediction, this will be detected later. Note that, for a set-associative cache, some bits in
the successor index field are used to select a block within a cache set, and are not involved in
generating the program counter.

The validity of instructions at the beginning of a cache entry are determined by low-order
bits of the successor index field in the preceding entry. When the preceding entry predicted a
taken branch, this entry’s successor index may point to any instruction within the current
block, and instructions up to this point in the block are not to be executed- The validity of
instructions at the end of the block are determined by the branch block index, which indicate
the point where a branch is predicted to be taken (the value 00 is used when that there is no
branch within the block). The branch block index is required by the instruction decoder to
determine valid instructions, and is not used by the instruction fetcher. The instruction
fetcher retrieves cache entries based on the successor in&x fields alone.

4.3.3 Predicting Branches

To check branch predictions, the processor keeps a list of predicted branches ordered by the
sequence in which branches are predicted. Each entry on this list indicates the location of the
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branch in the cache; this location is identified by concatenating the successor index of the
entry preceding the branching entry with the branch block index. Each entry also contains a
complete program-counter value for the target of the branch. Note that because the cache
only predicts taken branches this list only contains taken branches.

The processor executes all branches in their original program sequence (this is guaranteed
by the operation of the branch reservation station). Note that these branches are detected by
instruction decoding, independent of prediction information maintained by the instruction
fetcher. When a branch is executed, the processor compares information related to this
branch with the information at the head of the list of predicted branches. The following con-
ditions must hold for a successful prediction:

l If the branch is taken, its location in the cache must match the location of the
next branch on the list of predictions. -l-his is required to detect a taken
branch that was predicted to be not taken.

l The predicted target address of the branch at the head of the list must match
the next instruction address determined by executing the branch. This com-
parison is relevant only if the location of the branch matches the location of
the next branch on the list of predictions, and is required primarily to detect a
non-taken branch that was predicted to be taken. However, since the pre-
dicted target address is based on the address tag of the successor block, this
comparison also detects that cache replacement has removed the original tar-
get entry. In addition, comparing target addresses checks that indirect
branches were properly predicted.

If either or both of the above conditions does not hold, the instruction fetcher has
mispredicted a branch. The instruction fetcher uses the location of the branch determined by
the execution unit to update the appropriate cache entry.

4.3.4 Hardware and Performance Costs

The principal hardware cost of the proposed branch-prediction scheme is the increase in the
cache size caused by the successor index and branch block index fields in each entry. For a
64 Kbyte, direct-mapped cache, these add about 11% to the cache storage required. How-
ever, the performance increase obtained by branch prediction seems worth this cost, espe-
cially considering the normal size/performance tradeoffs involved in cache design
[Przybylski et al. 19881.

This scheme retains branch history only to the extent of tracking the most recent taken
branches. Branch-prediction accuracy can be increased by retaining more branch-history
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information [Lee and Smith 19841, but this is significantly more expensive in the cunent
proposal than in most other proposals. The current proposal saves storage by closely associ-
ating branch-prediction information with a cache block: it predicts only one taken branch
per cache block, and predicts non-taken branches by not storing any branch information with
the block. This has the advantage that any number of non-taken branches can be predicted
without contending with taken branches for cache entries. Figure 24 ilIustrates, with the set
of bars labeled “predict all,” the reduction in performance that would result if information
were retained for every branch rather than just taken branches. The reduction in perform- I
ante is due solely to contention for prediction entries between branches in the same cache
block. This contention can be reduced by additional entries that provide space to hold
branch information for more than one branch per block, but the slight improvement in pre-
diction accuracy of more complex branch-prediction schemes (2-3% at best) is not worth
the additional storage and complexity.

The requirement to update the cache entry when a branch is mispredicted conflicts with the
requirement to fetch the correct branch target. Unless it is possible to read and write the fetch
information for two different entries simultaneously, the updating of the fetch information
on a mispredicted branch takes a cycle away from instruction fetching. Figure 25 indicates,
with the set of bars labeled “update pred,” the effect that this fetch stall has on performance
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Figure 24. Performance Decrease Caused by Storing All
Branch Predictions with Cache Blocks
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Figure 25. Performance Degradation with Single-Port Cache Tags

for a two-instruction and a four-instruction decoder. For comparison, the results of the
“pred” case from Figure 20 is repeated in Figure 25. The additional fetch stall causes only a
small reduction in performance: 3% with a two-instruction decoder and 4% with a four-in-
struction decoder. -l-his is reasonable, since the penalty for a mispredicted branch is high
(see Figure 13), but is incurred infrequently; the additional cycle represents only a small
proportional increase in the penalty.

4.4 Implementing a Four-Instruction Decoder

Section 4.2.4 showed that a four-instruction decoder yields higher performance (20-25%
higher) than a two-instruction decoder, because it is less sensitive to instruction alignment
than the two-instruction decoder. However, directly modeling a four-instruction decoder
after a single-instruction decoder is not cost-effective. In a straightforward implementation,
decoding four instructions per cycle requires eight read ports on both the register file and the
reorder buffer, and eight buses for distributing operands. Furthermore, with this four-in-
struction decoder, the execution hardware described in Section 3.3 requires a total of 210
comparators for dependency analysis (192 in the result buffer and 18 to check dependencies
between decoded instructions). At the same time, the performance benefit is limited by in-
struction fetching and dependencies. Doubling the amount of hardware over a two-
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instruction decoder for a 20-25% performance benefit as shown in Figure 20 (which in-
cludes the assumption that cycle time is not affected) hardly seems justified.

Furthermore, most of the capability of a straightforward four-instruction decoder is wasted.
Figure 26 shows the demand on register-file operands caused by a four-instruction decoder
during the execution of the sample benchmarks. This distribution was measured with the
decode stage occupied by valid instructions on every cycle (there are no branch delay cycles,
although there are alignment penalties), so this is an upper bound There are several reasons
that the register demand is so low:

l not all decoded instructions access two registers,

l not all decoded instructions are valid (due to misalignment), and

l some decoded instructions have dependencies on one or more simultane-
ously-decoded instructions (the corresponding operands are obtained later
by result forwarding).

It is possible to take advantage of the relatively low demand for register-file read ports if the
decoder provides a limited number of read ports that are scheduled as other resources are.
Access to the register-dependency logic is also limited in this manner, since register-

Fraction of Total
Decode Parcels
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Figure 26. Register Usage Distribution of a Four-Instruction
Decockr4o  Branch Delays
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dependency logic is closely associated with register access. Figure 27 shows the results of
constraining the number of registers available to a four-instruction decoder. This constraint
reduces performance by less than 2%.

As will be shown in this section, arbitration for register-file read ports is difficult ifit is per-
formed by hardware alone. However, it is conceptually easy for a software scheduler to
know which instructions will be decoded simultaneously and to group instructions so that
register demands are limited for each group of instructions. Software can also facilitate the
detection of register dependencies between simultaneously-decoded instructions.

4.4.1 Implementing a Hardware Register-Port Arbiter

Arbitrating for register-file ports requires that the decoder implement a prioritized select of
the register identifiers to be applied to the register file. The register file is typicalIy accessed
during the second half of the decode cycle, so the register identifiers must be valid at the
register file by the mid-point of the decode cycle. For this reason, the prioritized register-
identifier selection must be accomplished within about half of the processor cycle.

It is easy to design the instruction encoding so that register requirements are known early in
the decode cycle. However, it is difficult to arbitrate register access among contending in-
structions. Table 4 shows an estimate of the amount of logic required to implement the

bw h-mean high
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Figure 27. Performance Degradation Caused by Limiting a
Four-Instruction Deco&r to Four Register-File Ports
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Table 4. Estimate of Register-Port Arbiter Size: Two Logic Levels

Note: the first of each table entry is the number of gates required in the first level of logic, and the
second is the number of inputs required by each gate. The size of the gates in the second logic
level are indicated by the total number of gates in the first level.

prioritized register-identifier selection in two levels of logic. The eight register operands
possibly required by a four-instruction decoder are shown across the top of Table 4. Each
row of the Table 4 shows, for each possible register operand, the number of gates and the
number of inputs of each gate required to generate an enable signal. This signal selects the
given register identifier at one input of an eight-to-one multiplexer, enabling the given oper-
and to be accessed at the indicated register-file port. This logic follows the following gen-
eral form:

l if the fust register operand requires a register access, it is always enabled on
the first port.

l if the second register operand requires a register access, it is enabled on the
fmt port if the first register operand does not require an access, and is other-
wise enabled on the second port.

l in general, the register identifier for a required access is enabled on the first
port if no other previous operand requires an access, on the second port if one
previous operand requires an access, on the third port if two previous oper-
ands use ports, on the fourth port if three previous operands use ports, and on
no port (and the decoder stalls) if four previous operands use ports.

This type of arbitration occurs frequently in the super-scalar processor, to resolve contention
for shared resources. Resolving contention within two logic levels requires or&r(md)
gates where m is the number of resources being contended for (in this case, four register-file
read ports) and n is the number of contenders (in this case, eight register-operand identifi-
ers). A factor mn results from generation of an enable per contender per resource, and a
factor of n2 results from interaction between contenders. Since the largest first-level gate
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requires n-l inputs, the amount of chip area taken by the first-level gates is order(mr+). The
size and irregularity of the prioritizer argue for implementing it with a logic anay. However,
regardless of the implementation, the prioritizer is likely to be slow.

The prioritizer is much smaller and more regular ifit is implemented in serial logic stages. In
this implementation, each register operand receives a port identifier from the pmceding, ad-
jacent operand. The operand either uses this port and passes the identifier for the next avail-
able port (or a disable) to its successor, or does not use the port and passes the port identifier
unmodified to its successor. The obvious difficulty with this approach is the number of lev-
els required: the register-port arbiter requires approximately fourteen logic levels using this
approach. Thus, even though the number of register-file ports can be reduced, the arbiter
required by this approach is difficult to implement, given the timing constraints. The fol-
lowing section considers an alternative implementation that relies much more on software,
and which greatly simplifies the implementation of the decoder.

4.4.2 Limiting Register Access Via Instruction Format
Figure 28 illustrates an instruction format that facilitates restricting the number of registers
accessed by a four-instruction decoder. The instructions which occupy a single decode stage
are grouped together, with a separate register access field. The register access field specifies
the register identifiers for four source operands and the register identifiers for four destina-
tion registers. Each destination-register identifier corresponds, by position, to an instruction
in the decoder, and instructions do not need to identify destination registers. As Figure 29
shows, each instruction identifies source operands by selecting among the source- anddesti-
nation-register identifiers in the register access field. Identifying the destination register of a
previous instruction as a source indicates a dependency on the corresponding result value.

source registers destination registers

Figure 28. Format for Four-Insnrction  Group
Limiting the Number of Registers Accessed
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Figure 29. &ample  Operand Encoding using Instruction Format of Figure 28

For example, in Figure 29, the second instruction depends on the result of the fast instruc-
tion, because the field DO specif?cs  a source operand of the second instruction.

With this approach, the decoder is easily implemented. The source-register identifiers in the
register access field are applied to the register file, and each instruction simply selects oper-
ands from among the accessed operands. The decoder cannot stall because too many regis-
ters are required (software has inserted no-ops for this purpose, as explained below).

This approach has one drawback compared to the hardware approach described in Section
4.4.1. It does not allow register usage to be reduced because of instruction misalignment.
Software cannot know about dynamic branch activity, and must assume that all decode slots
are fully occupied. However, this approach has an advantage over that of Section 4.4.1 in
that it allows several instructions within the group to access the same operand register with-
out using additional register-file ports. This sharing is difficult to accomplish in hardware,
requiring 28 comparators for detecting matching source-register identifiers and complicat-
ing register-port arbitration to allow register-port sharing for common identifiers.

To take advantage of this instruction format, the compiler or a post-processor groups in-
structions by decoder boundaries, and arranges the register usage of these instructions so
that the group of instructions accesses no more than four total register operands. Meeting
this restriction may require the insertion of no-op instructions into the group. Having
branches appear within the group does not cause any difficulties: whether or not the branch
is taken during execution, the instructions following the branch can indicate as source oper-
ands the destination registers of instructions preceding the branch.

However, branch targets within the instruction group interfere with the goal of statically en-
coding instruction dependencies. If an instruction in the group is the target of a branch, the
instructions preceding the target may or may not be executed, depending on the path of exe-
cution through the block. Thus, an instruction following the target cannot statically indicate
a dependency on an instruction preceding the target: the dependency may or may not exist
within the group, depending on the execution path. There are several possible solutions to
this problem:
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l Software can avoid indicating dependencies between instructions which
have an intervening branch target, and simply use a separate source-register
field for the dependent instruction. In this case, hardware must be able to
detect whether or not a dependency exists during instruction decode. The
instruction format loses the advantage of indicating dependencies, but stiIl
retains the advantage of reducing register-port requirements.

l Hardware can rearrange register identifiers within the instruction depending
on the path of execution. For example, destination-register identifiers of un-
executed instructions preceding a branch target can be moved to correspond-
ing source-register fields; instructions that refer to these fields are also
changed to reflect the moved identifier. Figure 30 shows how the hardware
might change the instructions in the example of Figure 29 when the second
instruction is the target of a branch. This technique relaxes the constraints on
software, but does not remove the constraints. For example, as Figure 30 iI-
lustrates,  if 12 were a branch target and the hardware simply moved destina-
tion register identifiers of IO and 11, the instruction 13 would not correctly
obtain its second source operand.

l Software can avoid branch targets within an instruction group. This is con-
sistent with the desire to have software align branch targets on decoder
boundaries to improve instruction-fetch efficiency.

These alternatives trade off hardware complexity for software constraints. Given that
branches aheady constrain instruction fetching in a number of ways, it is likely that a few
additional constraints imposed on software do not reduce performance very much. If soft-
ware can successfully align instructions avoid branch targets within instruction groups, the
third option above is best. Otherwise, the second option is preferred over the first.

4.5 Implementing Branches
The techniques for performing branches in a scalar RISC processor cannot be used directly
in the super-scalar processor. The super-scalar processor may decode more than one branch
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Figure 30. One Approach to Handling a Branch Target
Within Instruction Group
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per cycle, may have to retain a branch instruction several cycles before it is executed, and
may have several unexecuted branches pending at any given time. This section considers
the performance value of these complications, and ways to simplify branch decode and exe-
cution. To prevent the comparison of the super-scalar processor to the scalar processor from
including unrelated effects, the branch instructions and the pipeline timing of branches are
assumed to be equivalent to those of the R2000 processor (3) .

45.1 Number of Pending Branches

Having a number of outstanding, unexecuted branches in the processor is a natural result of
using branch prediction to overcome branch delay. Between the time that a branch is de-
coded and its outcome is determined, one or more subsequent branches may be decoded. For
best instruction throughput, subsequent branches should also be predicted and removed
from the decoder. This not only avoids decoder stalls, but also provides additional instruc-
tions for scheduling in the likely event that subsequent branches are predicted correctly.
However, the number of pending branches directly determines the size of the branch reser-
vation station and the size of the branch-prediction list.

Figure 31 shows the effects on performance as the number of outstanding branches is de-
creased. The processor hardware used to obtain these results has six reservation-station en-
tries for branches, rather than four, to accommodate all possible outstanding branches. With
either a two-instruction or four-instruction decoder, nearly maximum performance is
achieved by allowing up to four outstanding branches. In this case, the super-scalar proces-
sor is scheduling useful instructions from as many as five different instruction runs at once.

4.5.2 Order of Branch Execution

As long as branches are predicted correctly, branches can be executed in any order, and mul-
tiple branches can be executed per cycle. This improves instruction throughput and de-
creases the branch-resolution penalty by decreasing the chance that a mispredicted branch
has to wait several cycles while previous, successfully-predicted branches complete sequen-
tially. Of course, if any branch is mispredicted, all subsequent results must be discarded
even though intervening branches appeared to be correctly predicted. (Uht [1986] describes

(3) Many of the branch instructions in the R2tXHl  perform predicate operations as well as branching, and
these branches require a separate (but simple) functional unit to perform these operations (the predicate opera-
tions cannot be performed by the ALU without conflicts).
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Figure 31. Reducing the Number of Outstanding Branches

a more general method for relaxing constraints on the issuing of independent branches, but
this relies on keeping instructions in lexical order.)

Figure 32 shows the performance benefit of executing multiple, out-of-order branches per
cycle. There is no increase in performance for a two-instruction decoder, because perform-
ance is limited by instruction fetching. And, although there is a slight increase in perform-
ance with a four-instruction decoder (about 3%), the increase is not large enough to warrant
the additional hardware to schedule and execute multiple branches per cycle.

4.5.3 Simplifying Branch Decoding

Implementing a minimum branch decode-to-execution delay requires that the branch target
address be determined during the decode of a branch. The target address may be needed as
soon as the following cycle, for detecting a misprediction and fetching the correct target in-
structions. The R2000 instruction set follows the common practice of computing branch
target addresses by adding program-counter-relative displacements to the current value of
the program counter. Since the super-scalar processor decodes more than one branch per
cycle, computing potential branch target addresses for all decoded instructions would re-
quire an adder per decoded instruction.
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Figure 32. Pe@onnmce Increase by Executing Multiple
Correctly-Predicted Branches Per Cycle

Fortunately, there is not a strong need to compute more than one branch target address per
decode cycle. As Figure 33 shows, there is only a slight performance decrease (about 2%)
caused by imposing a limit on the decoder of one target address per cycle. The decrease is
slight because the branch-prediction logic is limited to predicting one branch per cycle, and
the execution hardware is limited to executing only one branch per cycle. Placing the addi-
tional limit in the decode stage may occasionally stall the decoding of a second branch and
subsequent instructions, but this limit is not severe compared to the other branch limits. The
limit can be avoided if the relative-address computation is performed during the execution
of the branch rather than during decode, in which case all decoded branches are simply
placed into the branch reservation station. This adds a cycle to the best-case branch delay,
and increases the penalty for a mispredicted branch.

Even though there is only one target-address adder, computing the target address is still
more complex than in the scalar processor. Instructions in the decoder must arbitrate for the
address-computation hardware, with the first branch instruction having priority. Also, the
program-counter-relative computation must take into account the position of the branch in-
struction in the decoder, because there is only a single program counter for the entire decode
stage.
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4.6 Observations and Conclusions

To sustain high instruction throughput, an instruction fetcher for a super-scalar processor
must be able to fetch successive runs of instructions without intervening delay, and should
have a wide (four-instruction) decoder. The instruction fetcher also should be able to fetch
through as many as four runs of instructions before an unresolved branch can stall the de-
coder. Within this framework, software can help improve instruction-fetch efficiency by
aligning and merging instructions runs, and by allocating decoder resources (specifically,
register-file read ports) so that high performance is obtained with relatively simple hard-
ware.

Hardware branch prediction can be added to the instruction cache for a small relative cost.
Alternatively, software branch prediction incurs almost no hardware cost, and has the added
advantage that software can, based on the software prediction, align and merge instruction
runs. Although this study does not examine software branch prediction, aligning, and merg-
ing in detail, its results indicate that software branch prediction is about as accurate as hard:
ware branch prediction, and that software aligning and merging can increase performance
by about 5% (this improvement is in addition to other softwa scheduling to improve in-
struction independence). However, if software branch prediction is used, the instruction
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fetcher must still be able to fetch instruction runs without intervening delays; the instruction-
set architecture cannot have fully-general relative branches, and branches must be readily
identifiable by fetch hardware.

A four-instruction decoder provides a higher sustained instruction bandwidth than a two-in-
struction decoder, and also allows a higher peak execution rate. With software support, the
four-instruction decoder can be constructed without the eight register-file read ports that are
implied by a simplistic implementation. A two-instruction decoder may be an adequate al-
ternative if software techniques alone are used to schedule instructions. In the latter case,
both the execution hardware and the decoder are simpler, though performance is lower. The
decision between a two-instruction and a four-instruction decoder can also depend on the
position of instruction cache with respect to the processor. If these are on separate chips, it
may be too expensive to communicate four instructions in a single cycle. Throughout the
remainder of this study, performance results are shown for both two-instruction and four-in-
struction decoders.

Since efficient instruction fetching relies on some sort of branch prediction, there must be a
mechanism for undoing the effect of instructions executed along a mispredicted path. This
mechanism, and its relationship to register renaming, is the topic of the following chapter.
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Chapter 5
Operand Management

A super-scalar processor achieves high instruction throughput by fetching and issuing in-
structions under the assumption that branches are ptedicted correctly and that exceptions do
not occur. This allows instruction execution to proceed without waiting on the completion
of previous instructions. However, the processor must produce correct results even when
these assumptions fail. Correct operation requires restart mechanisms for canceling the ef-
fects of instructions that were issued under false assumptions. Fortunately, the restart
mechanism added to the processor can also support register renaming, improving the per-
formance of out-of-order issue.

Sustaining a high instruction throughput also requires a high operand-transfer rate. High
performance requires multiple result buses and bypass paths to forward results directly to
waiting instructions. Moreover, the processor requires mechanisms to control the routing of
operand values to instructions and to insure that instructions are not issued until all input
operands are valid. This chapter examines the magnitude of this hardware and the perform-
ance it provides. Supplying operands for instructions is complicated by the fact that the
processor, on every cycle, can be generating multiple, out-of-order results and attempting to
prepare multiple instructions for issue.

Finally, this chapter explores the complexity of implementing restart, register renaming, and
result forwarding. This hardware is complex, but there are no simple hardware alternatives
that provide nearly the same performance.

5.1 Buffering State Information for Restart

The implementation of precise interrupts with out-of-order completion requires buffering so
that the processor can maintain both the state required for computation and the state required
for precise interrupts. This section describes the different types of state information to be
maintained and describes four previously-proposed buffering techniques that maintain this
information: checkpoint repair, a history buffer, a reorder buffer, and a future file. This sec-
tion contrasts the four buffering techniques, and will show that either the reorder buffer or
the future file is appropriate for restarting a super-scalar processor. Section 5.3 later consid-
ers the roles of the reorder buffer and future file in analyzing and enforcing data dependen-
cies, and concludes that the reorder buffer is preferred.
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5.1.1 Sequential, Look-Ahead, and Architectural State

To aid understanding of the mechanisms for precise interrupts, this section introduces the
concepts of sequential, look-ahead, and architectzual  state, illustrated in Figure 34.
Figure 34 shows the register assignments performed by a sequence of instructions: in this
sequence, completed instruction are shown in boldface.

The sequential state is made up of the most recent assignments performed by the longest
uninterrupted sequence of completed instructions. In Figure 34, the assignments performed
by three of the first four instructions of the sequence are part of the sequential state (as are
assignments performed by previous instructions not shown and assumed completed). The
assignment to R7 in the second instruction does not appear in the sequential state because it
has been superseded by the assignment to R7 in the fourth instruction. Though the sixth
instruction is shown completed, its assignment is not part of the sequential state because it
has completed out-of-order: the fifth instruction has not yet completed

All assignments starting with the first uncompleted instruction are part of the look-ahead
state, and are shown italicized in Figure 34. The look-ahead state is made up of actual regis-
ter values as well as pending updates, since there are both completed and uncompleted in-
structions (in the hardware, pending updates are represented by tags). Because of possible
exceptions, all assignments are retained in the look-ahead state. For example, the assign-
ment to R3 in the sixth instruction is not superseded by the assignment to R3 in the eighth
instruction; both assignments should be considered part of the look-ahead state and added in
proper order to the sequential state. To further illustrate how the look-ahead state is added to
the sequential state, the assignments of the fifth and sixth instructions will become part of the
sequential state as soon as the fifth instruction completes successfully, and at that time the
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Figure 34. Illustration of Sequential, Look-Ahead, and Architectural State
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assignment to R3 in the sixth instruction will suppress the assignment to R3 in the first in-
struction.

The architectural state consists of the most recently completed and pending assignments for
each register, relative to the end of the instruction sequence. This is the state that must be
accessed by an instruction following this sequence, for correct operation. In the architec-
tural state, the pending assignment to R3 in the eighth instruction supersedes the completed
assignment to R3 in the sixth instruction, because a subsequent instruction must get the most
recent value assigned to R3. If a subsequent instruction accessing R3 were decoded before
the eighth instruction completed, the decoded instruction would obtain a tag for the new
value of R3, rather than an old value for R3. Note that the architectural state is not separate
from the sequential and look-ahead states, but is obtained by combining these states.

All hardware implementations of precise interrupts described in the following sections must
correctly maintain the sequential, look-ahead, and architectural states. These implementa-
tions differ primarily in the mechanisms used to isolate and maintain these sets of state.

5.1.2 Checkpoint Repair

Hwu and Patt [ 19871 describe the use of checkpoint repair to recover from mispredicted
branches and exceptions. The processor provides a set of logical spaces, where each logical
space consists of a full set of software-visible registers and memory. Of all the logical
spaces, only one is used for current execution. The other logical spaces contain backup cop-
ies of sequential state that correspond to some previous point in execution. A various times
during execution, a checkpoint is made by copying the contents of the current logical space
to a backup space. Logical spaces are managed as a queue, so making a checkpoint discards
the oldest checkpointed state. The copied state is not necessarily the sequential state at that
time, but the checkpointed state is updated, as instructions complete, to bring it to the desired
sequential state. After the checkpoint is made, computation continues in the current logical
space. Restart is accomplished, if required, by loading the contents of the appropriate
backup logical space into the current logical space; the backup space used to restart state
depends on the location of the fault with respect to the location of the checkpoint in the in-
struction sequence.

Hwu and Patt propose two checkpoint mechanisms: one for exceptions, and one for
r&predicted  branches. This approach is based on presumed differences between exception
restart and misprediction restart, and is intended to reduce the number of logical spaces re-
quired. Exceptions can happen at any instruction in the sequence, but exception restart is
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required infrequently. Thus, checkpoints for exception restart can be made infrequently and
at widely-separated points in the instruction sequence. If an exception does occur, the proc-
essor recovers the state at the exception point by reloading the checkpoint preceding the ex-
ception point (this may be the state several instructions before the point of exception) and
executing instructions sequentially up to the point of the exception. In contrast, mispredict-
ion occurs only at branch points, and misprediction restart is required frequently. Thus,
checkpoints for misprediction restart are made at every branch point, and contain the precise
state to restart execution immediately after the mispredicted branch.

To avoid the time spent copying state to the backup logical spaces, Hwu and Patt propose
implementing the logical spaces with multiple-bit storage cells. For example, each bit in the
register file might be implemented by four bits of storage: one bit for the current logical
space and three bits for three backup logical spaces. This complexity is the most serious
disadvantage of this proposal. There is a tremendous amount of storage for the logical
spaces, but the contents of these spaces differ only by a few locations (depending on the
number of results produced between checkpoints). It is much more efficient to simply main-
tain these state differences in a dedicated structure such as the reorder buffer described in
Section 51.4. Because of this inefficiency, checkpoint repair is not an appropriate restart
mechanism.

5.1.3 History Buffer

Figure 35 shows the organization of a history buffer. The history buffer was proposed by
Smith and Pleszkun [ 19851 as a means for implementing precise interrupts in a pipelined
scalar processor with out-of-order completion. In this organization, the register file contains
the architectural state, and the history buffer stores items of the sequential state which have
been superseded by items of look-ahead state. The look-ahead state is not maintained sepa-
rately, but is part of the state in both the register file and the history buffer.

The history buffer is managed as a FIFO. When an instruction is decoded, the current value
of the instruction’s destination register is copied to the history buffer. When a value reaches
the head of the history buffer, it is discarded if the associated instruction (that is, the instruc-
tion that caused the value to be placed into the history buffer) completed successfully. If this
instruction has not completed, the history buffer does not advance until the instruction does
complete. If the instruction completes with an exception, all other pending instructions are
completed, then all active values in the history buffer are copied-from tail to head-back
into the register file. This restores the register file to the sequential state at the point of the
exception. Values are copied from tail to head so that, if there are multiple values for the
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same register, the oldest value will be placed into the register file last+%her values are part
of the look-ahead state.

Unfortunately, the history buffer has two significant disadvantages that are avoided by other
schemes presented below. First, it requires additional ports on the register file for transfer-
ring the superseded values into the history buffer. For example, a four-instruction decoder
would require as many as four additional ports for reading result-register values. These ad-
ditional ports contribute nothing to performance. Second, the history buffer requires several
cycles to restore the sequential state into the register file. These cycles are probably unim-
portant for exceptions, because exceptions are generally infrequent. However, the addi-
tional cycles are excessive for m&predicted branches. For these reasons, the history buffer is
inappropriate for restart in a super-scalar processor.

5.1.4 Reorder Buffer

Figure 36 shows the organization of a reorder beer [Smith and Pleszkun 19851. In this
organization, the register file contains the sequential state, and the reorder buffer contains
the look-ahead state. The architectural state is obtained by combining the sequential and
look-ahead states and ignoring all but the most recent updates to each register. Pleszkun et
al. [ 19871 and Sohi and Vajapeyam [ 19871 demonstrate ways to unify the sequential and
look-ahead states using software and associative hardware, respectively.

As with the history buffer, the reorder buffer is also managed as a FIFO. When an instruction
is decoded, it is allocated an entry in the reorder buffer. The result value of the instruction is
written into the allocated entry after the instruction completes. When the value reaches the
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head of the reorder buffer, it is written into the register file, if there are no exceptions associ-
ated with the instruction. If the instruction is not complete when its entry reaches the head of
the reorder buffer, the reorder buffer does not advance until the instruction is complete, but
available entries may continue to be allocated. If there is an exception, the entire contents of
the reorder buffer are discarded, and the processor reverts to accessing only the sequential
state in the register file.

The reorder buffer has the disadvantage of requiring an associative lookup to combine the
sequential and look-ahead states. Furthermore, this associative lookup is not straightfor-
ward, because it must obtain the most recent assignment if there is more than one assignment
to a given register in the reorder buffer. This requires that the associative lookup be priori-
tized by instruction order, and that the reorder buffer be implemented as a true FIFO array,
rather than as a circularly-addressed register array.

However, the reorder buffer overcomes both disadvantages of the history buffer. It does not
require additional ports on the register file, and it allows some or all of the look-ahead state to
be discarded in a single cycle. Although the reorder buffer appears to have more ports than
are required to supply instruction operands, the additional ports are simply the outputs of the
final entries of the FIFO, and do not have the costs associated with true ports (this considera-
tion further argues for implementing the reorder buffer as a FIFO).

5.1.5  Future File

The associative lookup in the reorder buffer can be avoided by using afumrefile  to contain
the architectural state, as shown in Figure 37 (this future file is a slight variation of the future
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file proposed by Smith and Pleszkun [ 19851).  In this organization, the register file contains
the sequential state and the reorder buffer contains the look-ahead state. Both the reorder
buffer and the register file operate as described in Section 5.1.4, except that the architectural
state is duplicated in the future file. The future file can be structured exactly as the register
file is, and can use identical access techniques.

With a future file, operands axe not accessed from the reorder buffer. The reorder buffer only
updates the sequential state in the register Ne as described in Section 5.1.4. During instruc-
tion decode, register identifiers are applied to both the register file and the future file. If the
future file has the most recent entry for that register, that entry is used (this entry may be a tag

rather than a value if the entry has a pending update); otherwise the value in the register file is
used (values in the register file are always valid, and there ate no tags). Once a register in the
future file has been marked as containing the most recent value (or a tag for this value), sub-
sequent instructions accessing this register obtain the value in the future file (or a tag for this
value). If an exception occurs, the contents of the future file are discarded (by being marked
as not containing the most recent value), the contents of the reorder buffer are discarded or
are written into the register file to complete all updates to the sequential state, and the proces-
sor reverts to accessing the sequential state in the register file.

When an instruction completes, its result value is written at the future-file location identified
by the result register identifier (if this is the most recent update), and the value is also written
into the reorder-buffer entry that was allocated during decode. At this point, the result value
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in the future file has been marked as the most recent value, causing it to effectively replace
the value in the register file. Once an entry is marked as most recent, it remains valid until
the next exception occurs (it may still contain a tag instead of a value at various times during
execution).

The future file described by Smith and Pleszkun [ 19851 is slightly different than the future
file described here, because, in their organization, only the future file provides operands.
Their scheme uses the register file to communicate the sequential state to an exception han-
dler. The scheme described here allows both the future file and the register fiIe to provide
operands. This permits quick restart after a mispredicted branch, because the register file
can supply all operands after restart, without any copying to the future file.

The future file overcomes the disadvantages of the history buffer without the associative
comparators of the reorder buffer. However, this advantage is at the expense of an additional
array (the future file) and validity and tag bits associated with entries of this array.

5.2 Restart Implementation and Effects on Performance

Given that the processor contains adequate buffering to restart execution at a previous ver-
sion of the processor state, there are still the problems of identifying this version of state and
either reinitiating execution or reporting the state to an exception handler. The processor
should restart automatically after a mispredicted branch, to avoid excessive penalties for
misprediction. To allow restart after an exception, the processor simply communicates a
consistent sequential state to software.

5.2.1 Mispredicted Branches

Sohi and Vajapeyam [ 19871 mention, as a subject for future research, using a reorder buffer
to restart after a mispredicted branch. In general, branch recovery is straightforward except
for the proper handling of instructions preceding the mispredicted branch. Figure 38 shows
the action required to correct the processor state if a r&predicted branch follows the sixth
instruction in the sequence of Figure 34. The state must be backed up to the point of the
n&predicted branch, but it is not correct to discard the entire look-ahead state, because some
of this state is associated with incomplete instructions which preceded the branch. These
items in the look-ahead state must be preserved. Furthermore, each previously-superseded
value in the look-ahead state must be “uncovered” so that subsequent instructions obtain
correct operands values.
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If the architectural state is provided via a prioritized associative lookup in the reorder buffer,
backing up the state after a mispredicted branch is a matter of clearing all entries that wefe
allocated after the n&predicted branch. This requires the capability to reset a variable num-
ber of reorder-buffer entries, but is otherwise not complex to implement.

Backing up the state after a mispredicted branch is simpler if it is performed after the
mispredicted branch point reaches the head of the reorder buffer. At this time, all instruc-
tions preceding the branch are committed to the sequential state, and restart involves only
resetting the entire reorder buffer and/or future file, depending on the implementation. This
technique is required with a future file because the future file stores only the architectural
state. The portion of the look-ahead state required to partially back up the architectural state
on a n&predicted branch is in the reorder buffer, but is inaccessible by instructions when a
future file is used.

Figure 39 shows, for the sample benchmarks, the distribution of additional branch delay
caused by waiting for a mispredicted branch to reach the head of the reorder buffer before
restart. On the average, waiting adds no delay for about half of the mispredicted branches.
The reason for this is that the outcome of a conditional branch depends on the results of other
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instructions, and a branch is often at or near the end of the dependency chain. It is likely that
the branch point will have reached the head of the reorder buffer by the time the outcome of
the branch can be determined anyway, so there is only a small penalty for always waiting
until the branch reaches the head of the reorder buffer. Figure 40 shows the impact of this
additional penalty on performance (the penalty is the same regardless of whether or not a
future Ne is used with the reorder buffer). Adding this small penalty to an already-large
branch penalty (Figure 13, page 39) causes only a small proportional decrease in perform-
ance (4-5s).

Regardless of the mechanism used to restart after a mispredicted branch, there must be some
mechanism for identifying the location of a branch point in the reorder buffer. The obvious
way to identify this location is to allocate a reorder-buffer entry for each branch, even if the
branch does not generate a result (a procedure call does write a return address into a register).
When the processor detects a mispredicted branch, it invalidates all reorder-buffer entries
subsequent to the entry allocated for the branch. The reorder-buffer entries can be invali-
dated selectively as soon as the n&prediction  is detected, or the entire reorder buffer (and,
possibly, the future file) can be invalidated after the branch reaches the head of the reorder
buffer.
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5.2.2 Exceptions

Providing a consistent sequential state for exception restart encounters a few complications
beyond those encountered in restarting after mispredicted branches. First, when the restart
occurs at any instruction, there must be a way to recover a program counter for restarting
instruction execution (in the case of mispredicted branches, the correct program counter is
obtained when the branch is executed). Second, there must be a way to determine the excep-
tion point in the reorder buffer (in the case of mispredicted branches, this point is marked
simply by allocating reorder-buffer entries to branch instructions).

To allow a program counter to be easily recovered upon exception, Smith and Pleszkun
[ 19851 proposed keeping program counter values of each instruction (determined during de-
code) in the reorder buffer along with the instruction result. This approximately doubles the
storage in the result buffer. However, their proposal did not allocate reorder-buffer entries
for branch instructions (because they were not concerned with restarting after r&predicted
branches), and allocating entries for branches provides a convenient way to recover the pro-
gram counter. Recovery is accomplished by setting a program-counter register as every
branch point is removed from the reorder buffer, and incrementing the value (by one or two
instructions) as non-branching instructions are removed from the reorder buffer. If an ex-
cepting instruction appears at the head of the reorder buffer, the program counter register
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indicates the location of this instruction in memory. Note that maintaining a correct program
counter requires that ail instructions be allocated reorder-buffer entries, rather than just
those that write registers. This is one reason for allocating a reorder-buffer entry for each
instruction; other reasons are presented below.

Determining the location of excepting instructions in the reorder buffer requires that the re-
order buffer be augmented with a few bits of instruction state to indicate whether or not the
associated instruction completed successfully. This state information can also be used to
indicate the location of branch points, for uniformity. Indicating exceptions in this manner
also requires that each instruction be allocated a reorder-buffer entry, whether or not it writes
a processor register. An instruction may create an exception even though it does not write a
register (e.g. a store). Furthermore, because exceptions are independent of register results,
‘the instruction-state information in the reorder buffer must be written independently of other
results.

An additional advantage to allocating a reorder-buffer entry for every instruction is that it
provides a convenient mechanism for releasing stores to the data cache so that the sequential
state is preserved in memory [Smith and Pleszkun 19851. By keeping identifiers for the store
buffer in the reorder buffer, the reorder buffer can signal the release of store-buffer entries as
the corresponding stores reach the head of the result buffer. If the store buffer is allocated
during the decode stage, store-buffer identifiers are readily available to be placed into the
reorder buffer. After being released in this manner, store exceptions (e.g. bus errors) are not
restartable unless there is some other mechanism to allow restart.

It is also simpler for the decoder to allocate a reorder-buffer entry for every instruction than
to allocate an entry just for those instructions which generate results. The decoder need only
determine which instructions are valid (as determined during instruction fetch), rather than
also determine which instructions generate results.

The essential advantage of allocating a reorder-buffer entry for every instruction is that it
preserves instruction-sequence information even with out-of-order issue. This information
is useful for a variety of purposes.

5.2.3 Effect of Restart Hardware on Performance

The limited size of the reorder buffer-whether or not it is used with a future file-can re-
duce performance. Instruction decoding stalls when there is no available reorder-buffer en-
try to receive the result of a decoded instruction. (The history buffer, if used, would have an
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analogous effect in addition to the delay caused by restoring state from the history buffer.)
To avoid decoder stalls, the reorder buffer should be large enough to accept results during
the expected decode-to-completion &lay of most instructions.

Figure 41 shows the effects of reorder-buffer size on performance for a two-instruction de-
coder and a four-instruction decoder, respectively. The simulation model for the super-sca-
lar processor has two reorder buffeMne for integer results (and for other instructions,
such as branches, which do not have results) and one for floating-point results-in anticipa-
tion that the integer and floating-point units may be implemented on separate chips. Only
the size of the integer reorder buffer was varied for these results; the floating-point reorder
buffer was held constant at eight entries.

There is little reduction in performance with twelve or more reorder-buffer entries, but per-
formance decreases markedly with smaller numbers of entries. Considering instructions
that generate results, the size of the reorder buffer is determined by the delays in generating
results: it is necessary to provide enough buffering that the decoder does not stall if a result is
not yet computed when the corresponding reorder-buffer entry reaches the head of the reor-
der buffer. When the reorder buffer is allocated for instructions without results (primarily
stores and branches), the incremental demand placed on the reorder buffer by these instruc-
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Figure 41. Eflect of Reorder-Buffer Size on Performance:
Allocating for Every Instruction
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tions is directly proportional to their frequency relative to the result-generating instructions.
The reorder-buffer size determined by the peak demand of result-generating instruction is
still adequate if the reorder buffer is allocated for all instructions. When the peak demand of
result-generating instructions is achieved, there is, by implication, a local reduction in the
number of instructions without results, and vice versa.

Figure 41 also shows that, if the reorder buffer is too small, performance of the super-scalar
processor can be less than the performance of the scalar processor. The reorder buffer causes
the decoder stage to be dependent on the write-back stage, and prevents the processor pipe-
line from operating smoothly when the reorder buffer becomes full. The scalar processor
does not suffer this effect because the processor model used for these results does not imple-
ment precise interrupts, even though it completes instructions out-of-order.

5.3 Dependency Mechanisms

If the compiler cannot insure the absence of storage conflicts, the hardware must either im-
plement register renaming to remove storage conflicts or use another mechanism to insure
that anti- and output dependencies are enforced. For this reason, it is useful to evaluate im-
plementations of renaming and to cornpane renaming to other dependency-resolution
mechanisms in terms of hardware, complexity, and performance.

This section describes the advantages of renaming, and shows how renaming is imple-
mented with a reorder buffer and a future file. It also explores other proposed dependency
mechanisms. Measurements indicate the relative importance of various hardware features
in an attempt to identify areas where the logic can be simplified or where performance can be
improved.

Most of the literature focuses on complete algorithms that avoid or enforce dependency con-
straints. This section evaluates prior proposals in terms of the primitive mechanisms for
handling anti- and output dependencies. This approach suggests another alternative, here
called partial renaming, that has nearly all of the performance of renaming. Despite this
new alternative, this section argues that-if dependency hardware is required for best per-
formance-renaming  with a reorder buffer is the most desirable alternative.

5.3.1 Value of Register Renaming

Register renaming eliminates storage conflicts between instructions and thus increases in-
struction independence. Figure 42 shows the performance of the super-scalar processor
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with and without register renaming. For these results, the processor uses Weiss and Smith’s
[ 19841 variation of Thor-ton’s algorithm [Thotton 19701 to resolve dependencies in the “no
rename” case: instruction decoding is stalled whenever a decoded instruction will create
more than one instance of a register value. Eliminating renaming reduces performance by
about 15% with a two-instruction decoder and by about 21% with a four-instruction de-
coder. It should be emphasized that these results are based on code generated by a compiler
that performs aggressive register allocation, and this exaggerates the advantage of register
renaming because registers are often reused. An architecture with a larger number of regis-
ters and different compiler technology would not experience the same advantage, but the
degree to which this is true is unknown.

5.3.2 Register Renaming with a Reorder Buffer

A reorder buffer that uses associative lookup to implement the architectural state (Section
5.1.4) provides a straightforward implementation of register renaming. The associative
lookup maps the register identifier to the reorder-buffer entry as soon as the entry is allo-
cated, and the lookup is prioritized so that only the value for the most recent assignment is
obtained (a tag for this value is obtained if the result is not yet available). There can be as
many instances of a given register as there are reorder-buffer entries, so there are no storage
conflicts between instructions. The values for the different instances are written to the
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register file in sequential order. When the value for the final instance is written to the register
file, the reorder buffer no longer maps the register, and the register file contains the only
instance of the register.

5.3.3 Renaming with a Future File: Tomasulo’s Algorithm

Tomasulo’s algorithm [Tomasulo 19671 implements renaming by associating a tag with
each register that has at least one pending update. This tag identifies the most recent value to
be assigned to the register (in To~~su~o’s implementation, the tag was the identifier of the
reservation station containing the assigning instruction, but, as Weiss and Smith [1984]
point out, the tag can be any unique identifier). When an instruction is deem it accesses
register tags along with the contents of the operand registers. If the register has one or more
pending updates, the tag identifies the update value required by the decoded instruction.
Once an instruction is decoded, other instructions may overwrite this instruction’s source
operands without being constrained by anti-dependencies. Output dependencies are han-
dled by preventing result writing if the associated instruction does not have a tag for the most
recent value. Both anti- and output dependencies are handled without stalling instruction
issue.

Tomsulo’s algorithm is easily adapted to an implementation using a future file by placing
the tag logic into the future file rather than in the register file. The future file requires that the
tag array have four write ports which are separate from the result write ports, because tags
are written immediately after decode rather than after instruction completion. Also, the tag
array has two read ports so that tags may be compared before write-back, to prevent the writ-
ing of an old value. Finally, this implementation requires storage for the future file as well as
storage for the reorder buffer.

5.3.4 Other Mechanisms to Resolve Anti-Dependencies

This section explores alternative mechanisms for handling anti-dependencies, in an attempt
to identify a dependency mechanism that is simpler than renaming. There are two ap-
proaches to resolving anti-dependencies. First, anti-dependencies can be enforced by delay-
ing the issue of any instruction that might overwrite the source operands of unissued instruc-
tions. Tomg [ 19841 and Acosta et al. [ 19861 describe such an approach using an instruction
window called a dispatch stack. Alternatively, anti-dependencies can be avoided altogether
by copying operands to dedicated buffers (e.g. reservation stations) during decode so that
they cannot be overwritten by other register updates [Weiss and Smith 19841.
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Of these two alternatives, copying operands is preferred, because it allows register accesses
to be performed only once, in parallel with dependency checking. Register access is not re-
peated later when the instruction is issued, as it is in the Crst approach. The primary motiva-
tion of holding issue in the frost approach is to avoid the additional storage to hold copies of
operands; however, accessing registers just before instruction issue introduces additional is-
sue latency and reduces performance. In addition, delaying issue for anti-dependencies re-
quires comparing destination-register identifiers to all source-register identifiers of previ-
ous instructions. This comparison is somewhat costly and unnatural (Dwyer and Tomg
[ 19871 give a good illustration), considering the number of combinations of source and des-
tination operands to be compared and the need to release dependencies using source-register
identifiers as a trigger rather than destination-register identifiers. These considerations out-
weigh any concern over the extra storage for operand copies.

It should be noted that copying operands simplifies the implementation of renaming
[Tomasulo 19671 but is not sufficient to implement renaming because it does not enforce
output dependencies. Copying operands simplifies renaming because it permits register ac-
cess to be performed only once, and it permits a renaming mapping to be discarded immedi-
ately when the associated register must be renamed again. Without operand copying, it
would be necessary to track each use of the old mapping and discard the mapping only after
there were no remaining uses. Note that, in some cases, result forwarding (Section 5.5) sup-
plies the operand for the old mapping after the mapping is discarded.

Any approach involving the copying of operands must correctly handle the situation where
the operand value is not available when it is accessed. Stalling the decoder in this situation
greatly reduces performance (this approaches the performance with in-order issue), so a
more common solution is to supply a tag for the operand rather than the operand itself. This
tag is also associated with the corresponding result value, so that the operand is obtained by
forwarding when the result is eventually written. If there can be only one pending update to a
register, the register identifier can serve as a tag. If there can be more than one pending up-
date to a register (allowing more than one pending update avoids stalling the decoder for
output dependencies and yields higher performance), there must be a mechanism for allocat-
ing result tags and insuring uniqueness.

5.3.5 Other Mechanisms to Resolve Output Dependencies

This section explores alternative mechanisms for handling output dependencies, again in an
attempt to identify a dependency mechanism that is simpler than renaming. As with anti-de-
pendencies, there are two approaches to resolving output-dependencies. First, output-
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dependencies can be enforced by stalling decode when a decoded instruction might over-
write the destination register of an uncompleted instruction [Thorton 19701. An alternative
to stalling the decoder is to annotate the instruction with output-dependency information and
place it into the reservation station or instruction window, allowing subsequent instructions
to be decoded. The dispatch stack of Tomg [ 19841 and Acosta et al. [ 19861 uses the latter
approach.

Stalling the decoder to resolve output dependencies insures that there is only one pending
update to a register, but stalling the decoder in this situation reduces performance by
15-20%. The dispatch stack does not stall the decoder, but rather enforces output &penden-
ties because it cannot issue any instructions that write a destination register out-of-order
with respect to another write of the same register. Figure 43 compares the performance of
this approach, with the set of bars labeled “no stall,” in relation to the performance shown in
Figure 42. Eliminating the decoder stalls for output dependencies improves performance,
but renaming still has an advantage of about 6% with a two-instruction decoder and about
15% with a four-instruction decoder.

Unfortunately, the dispatch stack does not reduce complexity relative to renaming in return
for the teduction in performance relative to renaming. Both the dispatch stack and renaming
require mechanisms to allocate and track multiple updates to registers. Renaming has the
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advantage, though, that it does not require mechanisms to detect output dependencies and
hold instructions until these dependencies are resolved. The dispatch stack requires even
more associative logic than renaming to check dependencies (because of the number of de-
pendencies checked). Renaming requires additional storage for renamed registers, but the
reorder buffer supplies this storage handily, as well as allowing restart after exceptions and
mispredicted branches.

5.3.6 Partial Renaming

The dependency mechanisms described so far suggest a technique that has not been pro-
posed in the published literature. This technique is suggested by noting that the greatest per-
formance disadvantage of Thorton’s algorithm is due to stalling the decoder for output de-
pendencies, and that the greatest performance disadvantage of the dispatch stack is due to
holding instruction issue for anti-dependencies. An alternative to both approaches is allow
multiple pending updates of registers to avoid stalling the decoder for output dependencies,
but to handle anti-dependencies by copying operands (or tags) during decode. An instruc-
tion is not issued until it is free of output dependencies, so each register is updated in sequen-
tial order (although instructions still compete out-of-order). This alternative has almost all
of the capabilities of register renaming, lacking only the capability to issue instructions so
that register updates occur out-of-order. This alternative is calledpartial  renaming because

it is so close in capability to register renaming.

Figure 44 shows the performance of this partial renaming (with the set of bars labeled “par-
tial”), in relation to the alternatives shown in Figure 43. Of all alternatives shown, this
comes closest in performance to register renaming. Compared to renaming, there is a 1%
performance reduction for a two-instruction decoder and a 2% performance reduction for a
four-instruction decoder. The reason the disadvantage is slight is that out-of-order update is
not very important, because there is some sequential ordering on the instructions. It is likely
that register updates will occur in order anyway, and it is more likely that there are insuuc-
tions waiting on a older register value than a newer register value. Forcing registers to be
updated in or&r by stalling issue incurs little performance penalty.

Still, partial renaming must track multiple pending updates to registers, and, to correctly
handle true dependencies, requires logic to allocate and distribute tags. The tag logic con-
sists of an array with the number of entries equal to the number of registers. The tag entries
are written during the cycle after decode with all result tags that were allocated during de-
code (priority logic is required if there can be more than one update of the same register de-
coded in a single cycle). This requires a number of write ports equivalent to the number of
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Figure 44. Pelformance Advantage of Partial Renaming

decoded instructions. During decode, the tag array is accessed using operand-register iden-
tifiers to obtain tags for operand values, and the tag array is accessed using result-register
identifiers to obtain tags for the most recent result values. The latter tags are used to delay
instruction issue if there is a pending update to the register, resolving output dependencies.
Accessing tags thus requires a number of read ports equal to the number of operands read
during decodeplus the number of results of decoded instructions. Also, delaying instruction
issue for output dependencies requires an additional comparator in each reservation-station
entry to detect when a pending update is complete and that the instruction in the reservation-
station entry is free of output dependencies.

With a four-instruction decoder, the processor organization described in Section 3.3.2 re-
quires a 32-entry tag array (each entry consists of at least a four-bit tag and one valid bit),
with four write ports and eight read ports, and 34, four-bit comparators in the reservation
stations to implement partial renaming. This hardware is cumbersome, and its object is only
to avoid associative lookup in the reorder buffer. Since partial renaming has lower perform-
ance and requires more hardware than renaming, it has little advantage over renaming with a
reorder buffer.
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5.4 Result Buses and Arbitration
For all results presented so far, two result buses have been used to carry results from the inte-
ger and floating-point functional units to the respective reorder buffers. Even at high levels
of performance, the utilization of two result buses is about 50-5596, as illustrated in
Figure 45. Figure 45 shows, for various numbers of integer result buses, the average bus
utilization and average number of waiting results for the sample benchmarks. These results
were measured for a processor with an average speedup of two. The principle effect of in-
creasing the number of buses beyond two is to reduce short-term bus contention, as indicated
by the reduction in the average number of results waiting for a result bus. However, as
Figure 46 shows, eliminating this contention completely has a negligible performance bene-
fit (less that 1% going from two to three buses).

In the processor model used in this study, the functional units request use of a result bus one
cycle in advance of use. An arbiter decides, in any given cycle, which functional units will
be allowed to gate results onto the result buses in the next cycle. There are two separate
arbiters-tie for integer results and one for floating-point results. Priority is given for re-
sult-bus use to those requests that have been active for more than one cycle, then to requests
that have become active in the current cycle. The integer functional units are prioritized, in
decreasing order of priority, as follows: ALU, shifter, branch (return addresses), loads. The
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Figure 45. Integer Result-Bus Utilization at High Performance Levels
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floating-point functional units are prioritized as follows: add, multiply, divide, convert. Pri-
oritizing old requests over new ones helps prevent starvation, with a slight increase in arbiter
complexity. The arbiter not only decides which functional units are to be granted use of the
result buses, but also which bus is to be used by which functional unit.

If a functional unit requests a result bus but is not granted use, instruction issue is suspended
at that functional unit until the bus is granted. Thus, a functional unit suffers start-up latency
after experiencing contention for a result bus; this additional latency prevents result buses
from being 100% utilized even when mote than one result, on the average, is waiting for a
bus (Figure 45). The advantage of this approach, though, is that functional-unit pipeline
stages can be clocked with a common signal, without the complication to the clocking cir-
cuitry caused by allowing earlier pipeline stages to operate while later stages are halted.
Figure 46 indicates that reducing the effect of bus contention-by adding a third bus-
yields a negligible improvement in performance. Hence, reducing the effects of bus conten-
tion by more exotic arbitration or additional pipeline buffering is unwarranted

5.5 Result Forwarding

Result forwarding supplies operands that were not available during decode directly to wait-
ing instructions in the reservation stations. This resolves true dependencies that could not be
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resolved during decode. Forwarding avoids the latency caused by writing, then reading the
operand from a storage array, and avoids the additional ports that would be required to allow
the reading of operands both during decode and before issue. Also, as previously discussed
in Section 5.3.4, result forwarding simplifies the deallocation of result tags by satisfying all
references to a tag as soon as the corresponding result is available. Figure 47 shows, for the
sample benchmarks, the distribution of the number of operands supplied by forwarding per
completed result. The horizontal axis is a count of the number of reservation-station entries
receiving the result as an input operand. About two-thirds of all results are forwarded to one
waiting operand, and about one-sixth of all results are forwarded to more than one operand.
The high proportion of forwarded results indicates that forwarding is an important means of
supplying operands.

The primary cost of forwarding is the associative logic in each reservation-station entry to
detect, by comparing result tags to operand tags, that a required operand is on a result bus.
The processor organization in Section 3.3.2 requires 60, four-bit comparators in the reserva-
tion stations to implement forwarding (load instructions have only one register-based oper-
and, and the size of the reorder buffer fixes the size of the result tags).
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Figure 47. Distribution ofNumber  of Operands Supplied by Forwarding,
Per Result
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The direct tag search proposed by Weiss and Smith [ 19841 eliminates the associative logic
in the reservation stations. In the most general implementation, direct tag search main-
tains-for each result tag-a list of operands which are waiting on the corresponding result
(Weiss and Smith proposed a single operand rather than a list, but a list is more general, be-
cause it allows a result to be forwarded to more than one location). Each operand is identi-
fied by the reservation-station location allocated to receive the operand When an instruc-
tion depends on an unavailable result, the appropriate reservation-station identifier is placed
on the list of waiting operands. If the list is fulI, the decoder stalk. When the result becomes
available, its tag is used to access the list, and the result is forwarded directly to the waiting
instructions in the reservation stations.

Figure 48 indicates the performance of direct tag search for various numbers of list entries.
For best performance, at least three entries are required for each result. Unfortunately, any
implementation with more than one entry encounters difficulty allocating entries anddetect-
ing that the list is full. Furthermore, even an implementation with one list entry requires a
storage array for the list table. In the processor described in Section 3.3.2, this table would
have sixteen entries of six bits each, with four ports for writing reservation-station identifiers
and two ports for reading reservation-station identifiers. There would also be sixty decoding
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Figure 48. Pelformance of Direct Tag Search
for Various Numbers of List Entries
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circuits to gate the result into the proper reservation-station entry. Direct tag search was pro-
posed for a scalar processor and does not save hardware in the super-scalar processor, be-
cause of the higher number of instructions decoded and completed per cycle.

In Figure 48, the performance with zero list entries is the performance that would result if
forwarding were not implemented. These results show that the concurrency possible in the
super-scalar processor does not compensate for the additional latency caused by a lack of
forwarding, further illustrating the value of fonvatding.

Forwarding not only takes a large amount of hardware, but also creates long critical &lay
paths. Once a result is valid on a result bus, it is necessary to detect that this is a required
result, and gate the result to the input of the functional unit so that the functional unit can
begin operation as the result is written into the reorder buffer. To avoid having the forward-
ing delay appear as part of the functional-unit delay, and to allow data paths to be set up in
time, the actual tag comparison should be performed at the end of the cycle preceding result
availability. This in turn implies that the tags for the two results should appear on the tag
buses a cycle before the results appear on the result buses. Providing result tags early is diffi-
cult, because it requires that result-bus arbitration be performed very early in the cycle.

5.6 Implementing Renaming with a Reorder Buffer

Previous sections have argued that a reorder buffer should be used to implement restarting
and renaming, and have argued that forwarding is required to sustain performance. This sec-
tion considers, in detail, a straightforward implementation of the instruction decoder, reor-
der buffer, reservation stations, and forwarding logic in light of the requirements of register
renaming, operand routing, and restart. A four-instruction decoder is described, but the
changes necessary for a two-instruction decoder should be obvious. The implementation
presented here provides a good illustration of the hardware complexity, showing that the
best alternative is quite complex.

5.6.1 Allocating Processor Resources

During instruction decode, the processor allocates result tags, reorder-buffer entries, and
reservation-station entries to the instructions being decoded. Allocation is accomplished by
providing instructions with identifiers for these resources, using the hardware organization
shown in Figure 49. Hardware similar to that shown in Figure 49 is used for each resource to
be allocated; for example, a version of this hardware is required for each reservation station,
to allocate entries to instructions.
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The allocation hardware has multiple stages, with one stage per instruction (these stages are
not pipelined-they all operate in a single cycle). This organization takes advantage of the
fact that resource identifiers are small (for example, a sixteen-entry reorder buffer requires
four-bit entry identifiers), and of the the fact that allocation has nearly a full processor cycle
to complete. The input to the first stage is an identifier for the first available resource. If the
first instruction requires the resource, the first allocation stage uses this identifier and also
forms an identifier for the next subsequent resource that is passed to the second stage (this
next resource is assumed to be available). If the first instruction does not require the re-
source, the identifier is passed to the second stage unmodified. For example, in the case of
reorder-buffer allocation, the first instruction would receive the identifier for the next avail-
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able reorder-buffer entry, and the second instruction would receive the identifier for the sec-
ond available reorder-buffer entry.

The identifier for the frost available resource is based upon the resources allocated and freed
in the previous cycle. For example, again in the case of reorder-buffer allocation, assume
that the fifth reorder-buffer entry were allocated to the final instruction in the previous de-
code stage, and that two reorder-buffer entries were written into the register file (thus freed).
The first valid instruction in the next decode cycle would be allocated the fourth entry (the
previously-allocated entries are moved up two locations at the end of the same cycle), and
other instructions would be allocated the fifth and subsequent entries.

Each allocation stage--other than the first one-is essentially an incrementer for resource
identifiers. The stage either increments the identifier or passes it unmodified, depending on
the needs of the corresponding instruction. If any incrementer attempts to allocate beyond
the last available resource, the decoder is stalled, and the associated instruction (and all sub-
sequent instructions) repeat the decode process on the next cycle. Note that the incrementers
need not generate identifiers in numerical sequence, because the identifiers are used by hard-
ware alone. The identifiers can be defined so that the incrementers take minimal logic.

In this implementation, there is separate hardware to allocate result tags for instructions.
Reorder-buffer identifiers are inappropriate to use as result tags, because these identifiers
are not unique. Reorder-buffer entries are allocated at the end of a FIFO, and it is likely that
the same entries will be allocated over several decode cycles. However, the result tags have
the same number of bits as reorder-buffer identifiers, because both track pending updates.

5.6.2 Instruction Decode

During instruction decode, the dependency logic must insure that all instructions receive op-
erands or tags. In addition, the state of the dependency logic must be updated so that subse-
quent instructions obtain operands correctly. Figure 50 illustrates some of the dependency
operations performed during instruction decode, focusing on the operations performed on
the reorder buffer.

To obtain operands, the reorder buffer is searched associatively using the source-register
identifiers of the decoded instructions. These source-register identifiers are compared to
result-register identifiers stored in the reorder buffer, at each of four read ports. If the result
is not available, a result tag is obtained. As Figure 50 shows, result tags use the same storage
as result values, so that operand values and tags are treated uniformly and use the same buses
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for distribution. This minor optimization does not handle all requirements for tag distribu-
tion, as discussed below. If instructions arbitrate for operand buses, as assumed here, the
reservation stations must match instructions to operands or tags, so that these can be stored
properly.

Supplying operands to reservation stations requires two paths that are not shown in
Figure 50 (these are omitted for clarity). The first of these paths distributes instruction-im-
mediate data from the decoder to the reservation stations. The second path distributes tags
for instructions that depend on instructions which are decoded in the same cycle. These tags
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are supplied by the tag-allocation hardware, rather than the reorder buffer. If the instruction
format explicitly identifies instruction dependencies, such as that described in Section 4.4.2,
the decoder can easily distribute the appropriate tags. Otherwise, this must be based on com-
parisons between destination-register and source-register identifiers of decoded instruc-
tions, taking twelve comparators. In either case, the dependent operands am not allocated
operand buses, requiring other buses to distribute tags to the reservation stations.

There is a potential pipeline hazard in the forwarding logic Weiss and Smith 19841 that the
design must avoid. This hazard arises when a decoded instruction obtains a result tag at
about the same time that the result is written. In this case, it is possible that the forwarding
logic obtains a result tag, but misses the write-back of the corresponding result, causing in-
correct operation. Avoiding this hazard may may take eight additional comparators to de-
tect, during decode, that forwarding is required in the next cycle.

At the end of the decode cycle, the result-register identifiers and result tags for decoded in-
structions are written into the reorder buffer. These should be written into the empty loca-
tions nearest the head of the buffer, as identified by the allocation hardware. This requires
four write ports on the storage for register identifiers and tags at each location of the reorder
buffer. The four write ports could be avoided by allocating entries only at the tail of the reor-
der buffer, in which case only these entries would require four write ports. However, allocat-
ing entries at the tail of the reorder buffer complicates the associative lookup, because it be-
comes difficult to determine the location of valid entries. Furthermore, this approach in-
creases the amount of time taken for a result to reach the head of the reorder buffer, increas-
ing the branch delay if the entire reorder buffer is flushed on a mispredicted branch as dis-
cussed in Section 5.2.1.

With respect to updating the dependency logic, renaming and partial renaming with a future
file also require four ports for writing tags into a tag array. The reorder buffer has the advan-
tage that it is generally smaller than the register file, and takes fewer write decoders. In the
example described here, the reorder buffer has half the number of entries of the register file.

5.6.3 Instruction Completion

When a functional unit generates an instruction result, the result is written into the reorder
buffer after the reservation station has successfully arbitrated for the result bus. The result
tag must be used to identify which reorder-buffer entry is to be written. The reorder-buffer
identifier that was allocated during decode was used only to write the result tag and the re-
sult-register identifier into the reorder buffer, and is meaningless in subsequent cycles
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because entries advance through the reorder buffer as results are written to the register file.
Thus, this write must be associative: the written entry is the one with a result tag that matches
the result tag of the completed instruction. This is true of any reorder buffer operated as a
FIFO, with or without a future file.

5.7 Observations and Conclusions

Instruction restart is an integral part of the super-scalar processor, because it allows instruc-
tion decoding to proceed at a high rate. Even the software approaches to improving the fetch
efficiency proposed in Section 4.2.4 require nullifying the effect of a variable number of in-
structions. Furthermore, there is little sense in designing a super-scalar processor with in-or-
der completion, because of the detrimental effect on instruction-level concurrency. Restart-
ing a processor with out-of-order completion requires at least some of the hardware de-
scribed in this chapter. If out-of-order issue is implemented, the reorder buffer provides a
very useful means for recovering the instruction sequentiality that is given up after decode;
for example, it helps in committing stores to the data cache at the proper times. Finally, the
buffering provided for restart, with associative lookup, helps manage the look-ahead state
and simplifies operand dependency analysis.

The best implementation of hardware restart has either a twelve-entry or a sixteen-entry re-
order buffer, with every instruction being allocated an entry in this buffer. A future file pro-
vides a way to avoid associative lookup in the reorder buffer, at the prohibitive cost of an
additional register array. The future file also adds delay penalties to mispredicted branches,
because it requires that the processor state be serialized up to the point of the branch before
instruction execution resumes.

If software alone cannot insure the absence of dependencies, renaming with a reorder buffer
is the best hardware alternative for resolving operand dependencies. Unfortunately, de-
pendency analysis is fundamentally hard, especially when multiple instructions are in-
volved. All of the alternatives to renaming explored in this chapter require a comparable or
greater amount of hardware, with reduced performance. The example implementation of
renaming presented in this chapter takes: 64, five-bit comparators in reorder buffer for read-
ing operands; 32, four-bit comparators in reorder buffer for writing results; 60, four-bit com-
parators in reservation stations for forwarding; logic for allocating result tags and reorder-
buffer entries; and a four-read-port, two-write-port reorder buffer that has four additional
write ports on portions of the entries for writing register identifiers, results tags, and instruc-
tion state. The complexity of this hardware is set by the number of uncompleted instructions
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permitted, the width of the decoder, the requirement to restart after a mispredicted branch,
and the requirement to forward results to waiting instructions.

The associative logic and multiple-port arrays are unattractive, but are not easily eliminated.
Without the associative logic for forwarding, the super-scalar processor has worse perform-
ance than a scalar processor. Adding a future file to the architecture can eliminate the asso-
ciative read in the reorder buffer, but a future file also requires tag comparisons in the write-
back logic to implement renaming and incurs the cost of the future file itself. The tag com-
parisons in the write-back logic can be eliminated by partial renaming (which updates regis-
ters in order), but the logic to guarantee that registers are updated in order is more complex
than the eliminated logic. Thorton’s algorithm can be used with a future file to eliminate the
associative lookup in the reorder buffer, and does not require tag-comparison logic to write
results into the future file. However, Thor-ton’s algorithm yields the poorest performance of
any alternative explored in this chapter, and requires a technique for detecting during decode
that result registers have pending updates. Considering also the cost of the four-write-port,
two-read-port tag array for the future file, any approach using a future file holds little prom-
ise.

The cost of the dependency and forwarding hardware should be viewed as a more-or-less
fixed cost of attaining a high instruction-execution rate. Of course, this can lead to the con-
clusion that such an instruction-execution rate is too ambitious. The argument offered here
is only that there are no simple hardware alternatives yet discovered that yield correct opera-
tion with performance better than in-order issue. The following chapter considers other
ways to reduce the amount of hardware required, by focusing on alternatives to reservation
stations.
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Chapter 6
Instruction Scheduling and Issuing

The peak instruction-execution rate of a super-scalar processor can be almost twice the aver-
age instruction-execution rate, as shown in Figure 6 (page 27). This is in contrast to a scalar
FUSCprocessor,  which typically has an average execution rate that is within 30% of the peak
rate. A straightforward approach to super-scalar processor design is to simply provide
enough hardware to support the peak instruction-execution rate. However, this hardware is
expensive, and the difference between the average and peak execution rates implies that the
hardware is under-utilized.

A more cost-effective approach to processor design is to carefully constrain the hardware in
light of the average instruction-execution rate. Several examples of this approach have been
seen in preceding chapters. Chapter 4 demonstrated that the number of register-ftie read
ports could be constrained to four-approximately the number of ports needed to sustain an
execution rate of two instruction per cycle-even with a four-instruction decoder. Simi-
larly, Chapter 5 demonstrated that the tag logic associated with the register file in
Tomasulo’s algorithm can be consolidated into a reorder buffer that requires less tag hard-
ware than the register file because it tracks only pending register updates.

The reservation stations described in Table 3 (page 32) are also under-utilized. These reser-
vation stations-used to obtain all results so far-have a total capacity of thirty-four instruc-
tions. However, Chapter 5 showed that the reorder buffer should have twelve to sixteen lo-
cations. Since the total allocation for the reorder buffer is determined by instructions in the
window and in the pipeline stages of the functional units, this indicates that the instruction
window contains fewer than about twelve instructions.

The problem of under-utilization of the reservation stations is overcome by consolidating
them into a smaller central window. The central window holds all unissued instructions,
regardless of the functional units required by the instructions, as illustrated by Figure 51
(only the integer functional units are shown in Figure 51, and the central window may be
duplicated in the floating-point unit, depending on the implementation). For a given level of
performance, the central window uses much less storage than reservation stations, less con-
trol hardware, and less logic for resolving dependencies and forwarding results.

This chapter presents the motivations for the reservation-station sizes given in Table 3, then
examines two published central-window proposals in an attempt to reduce hardware
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requirements: the dispatch stuck proposed by Tomg [ 19841 and the register update unit of
Sohi and Vajapeyam [ 19871. Both of these proposals have disadvantages: the dispatch stack
is complex, and the register update unit has relatively poor performance. In both proposals,
the disadvantages are the result of using the central window to implement operations that are
better implemented by the reorder buffer. A third proposal presented in this chapter relies on
the existence of the reorder buffer and associated dependency logic to simplify the central
window. This serves as an additional illustration of the synergy between hardware compo-
nents in the super-scalar processor.
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The second major topic of this chapter is the implementation of loads and stores with a cen-
tral instruction window. This chapter demonstrates how load and store hardware can be sim-
plified, in a processor that uses a central window to issue instructions. However, it should be
noted that the benchmark programs used in this study do not have a high frequency of loads
and stores compared to many scientific applications, and thus the performance of these
benchmark programs is not very sensitive to limitations in the data-memory interface.

6.1 Reservation Stations

Reservation stations partition the instruction window by functional unit, as shown in
Figure 7 (page 29). This partition helps simplify to control logic at each reservation station,
but causes total number of reservation-station entries to be much larger than required for a
central instruction window.

6.1.1 Reservation Station Operation

A reservation-station entry holds a decoded instruction until it is free of dependencies and
the associated functional unit is free to execute the instruction. The following steps are taken
to issue instructions from a reservation station:

1) Identify entries containing instructions ready for issue. An instruction is
ready when it is the result of a valid decode cycle, and all operands are
valid. Operands may have been valid during decode, or may have just be-
come valid because a result has been computed.

2) If more than one instruction is ready for issue, select an instruction for is-
sue among the ready instructions.

3) Issue the selected instruction to the functional unit.

4) Deallocate the reservation-station entry containing the issued instruction,
so that this entry may receive a new instruction. For best utilization of the
reservation station, the entry should be able to receive an instruction from
the decoder in the next cycle.

These functions are performed in any instruction window that implements out-of-order is-
sue. Reservation stations have some advantage, though, in that these functions are parti-
tioned and distributed in a way that simplifies the control logic. Most reservation stations
perform these functions on a small number of instructions. The load and store reservation
stations are relatively large (eight entries each), but these reservation stations are con-
strained to issue instructions in order, and so there is only one instruction that can be
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issued-the issue logic simply waits until this instruction is ready rather than selecting
among ready instructions. Furthermore, a reservation station can free at most one instruc-
tion per cycle, so deallocation is not very difficult. Of course, reservation stations require
multiple instances of the issuing and allocation logic.

6.1.2 Performance Effects of Reservation-Station Size

Instructions are supplied to the reservation stations by an instruction decoder, and instruc-
tion decoding stalls if a required functional unit has a full reservation station. Reservation
station entries become full if either local data dependencies or functional-unit conflicts can-
not be resolved by the execution unit at a sufficient rate compared to the rate of instruction
fetching anddecoding. The reservation stations must be large enough to handle the majority
of short-term situations where the instruction-fetch rate exceeds the instruction-execution
rate. Otherwise, the mismatch in rates stalk the decoder and prevents the decoding of in-
structions for other functional units, reducing the instruction bandwidth.

Figure 52 shows the effect of reservation-station size on the performance of the super-scalar
processor. To simplify the presentation of data, these results were measured with all reser-
vation stations having the same size. With a two-instruction decoder, performance is not
reduced significantly until the reservation stations are reduced to two entries each. With
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more reservation-station entries, a processor with a two-instruction decoder is instruction-
fetch limited. With a four-instruction decoder, performance is noticeably reduced when res-
ervation stations are reduced to four entries each. In reality, however, not ail reservation
stations require four entries. Experience with the simulator indicates that the reservation-
stations sizes given by Table 3 provide good performance.

Figure 53 illustrates, for the sample benchmarks, the role that the reservation stations serve
in providing adequate instruction bandwidth (by preventing decoder stalls). Figure 53
shows, by integer functional unit, the average instruction-fetch bandwidth lost at the decod-
er because of full reservation stations, as the sizes of the reservation stations are reduced (the
floating-point reservation stations caused negligible penalties for these benchmarks). Res-
ervation-station size is most critical for the branch, load, and store functional units. These
functional units are constrained, for correctness, to execute instructions in their original or-
der with respect to other instructions of the same type, and thus have the highest probability
of a mismatch between instruction-fetch and instruction-execution rates. The store func-
tional unit is generally the worst in this respect: stores are constrained to issue only after all
previous instructions have completed, then contend with loads (with low priority) for use of
the address bus to the data cache. However, a small branch reservation station causes the
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most severe instruction-bandwidth limitation, because branches are more frequent than
stores and because branches are likely to depend on the results of a series of instructions (this
dependency is the reason that the branch delay is typically three or four cycles).

Reservation stations are under-utilized because they serve two purposes: they implement the
instruction window (requiring buffering for less than sixteen instructions), and they prevent
local demands on a functional unit from stalling the decoder (taking two to eight entries at
each functional unit, for a total of thirty-four entries). The latter consideration is most im-
portant for the branch, load, and store functional units, but causes the total number of reser-
vation-station entries for all functional units to be higher than the number required solely for
the instruction window.

6.2 Central Instruction Window

As stated previously, a central window is a more efficient implementation of the instruction
window than reservation stations, because it holds all instructions for issue regardless of
functional-unit requirements. The central window consolidates all instruction-window en-
tries and scheduling logic into a single structure. However, the scheduling logic associated
with a central window is more complex than the corresponding logic in a reservation station,
for several reasons:

l The central window selects among a larger number of instructions than does
a reservation station. The central window schedules all instructions in the
window, rather than a subset of these instructions as is the case with a reser-
vation station.

l The central window must consider functional-unit requirements in selecting
among ready instructions.

l The central window can free more than one entry per cycle, so allocation and
deallocation are more complex than with reservation stations.

This section explores two implementations of a central window-the dispatch stack [Tomg
19841 and the register update unit [Sohi and Vajapeyam 1987]-and proposes a third imple-
mentation that has much better performance than the register update unit without the com-
plexity of the dispatch stack. The proposed implementation relies on the dependency logic
described in Chapter 5, and thus relies on the existence of a reorder buffer, whereas the dis-
patch stack and register update unit incorporate some of the function of the reorder buffer.
However, the reorder buffer is an important component for supporting branch prediction and
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register renaming: the fact that the reorder buffer can simplify the central window is a further
advantage of the reorder buffer.

It is also shown in this section that the number of buses requited to distribute operands from a
central window is comparable to the number of buses required to distribute operands to res-
ervation stations-negating the concerns expressed in Section 3.3.1. The central window
can schedule instruction issue around the operand-bus limitation, illustrating that the in-
struction window allows execution hardware to be constrained without much reduction in
performance. However, arbitrating for operand buses further complicates the scheduling
logic associated with the central window.

6.2.1 The Dispatch Stack

In every cycle, the dispatch stack [Tomg 1984, Acosta et al. 1986, Dwyer and Tomg 19871
performs operations that are very similar to those performed in a reservation station:

1) Identify entries containing instructions ready for issue.

2) Select instructions for issue among the ready instructions, based on func-
tional-unit requirements. This involves prioritizing among instructions
that require the same functional unit.

3) Issue the selected instructions to the appropriate functional units.

4) Deallocate the reservation-station entries containing the issued instruc-
tions, so that these entries may receive new instructions.

The dispatch stack keeps instructions in a queue sorted by order of age, to simplify depend-
ency analysis (dependencies are resolved in the dispatch-stack proposal by usage and defini-
tion counts, as described in Section 2.3.4) and to simplify prioritizing among ready instruc-
tions (it is easy to give priority to older instructions because these are nearer the front of the
stack). To keep instructions in order, the dispatch stack cannot just allocate entries by plac-
ing decoded instructions into freed locations: it must fill these locations with older, waiting
instructions and allocate entries for new instructions at the end of the stack, as shown in
Figure 54.

Figure 55 shows the effect of dispatch-stack size on the performance of the super-scalar
processor. This performance was measured with a dispatch stack that can accept a portion of
the decoded instructions when the stack does not have enough entries for all decoded in-
structions. Also, an instruction can remain in the dispatch stack for an arbitrary amount of
time. Both a two-instruction and a four-instruction decoder decoder require only an eight-
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entry dispatch stack for best performance. This is consistent with the size expected from the
size of the reorder buffer. Thus, with a four-instruction decoder, the dispatch stack uses
about one-fourth of the storage and forwarding logic of the reservation stations. Further-
more, the instruction-scheduling logic is not duplicated (unless it is duplicated in separate
integer and floating-point units). With the reservation stations in Table 3, the instruction-is-
sue logic is replicated ten times.

Unfortunately, instruction scheduling with a dispatch stack is complex, because the dispatch
stack keeps instructions in order. Compressing and allocating the window can occur only
after the window has identified the number and location of the instructions for issue. Com-
pressing the window also requires that any entry be able to receive the contents of any subse-
quent (newer) entry and that the entries for the newest instructions be able to receive the in-
struction from any decoder slot. Thus, for example, an entry in an eight-location window
with a four-instruction decoder requires a maximum of eleven possible input sources, a
minimum of four, and an average of about eight. Dwyer and Tomg [ 19871 estimate that the
issue, compression, and allocation logic for a proposed implementation of an eight-entry
central window consume 30,000 gates and 150,O transistors.

6.2.2 The Register Update Unit
Although a dispatch stack requires less storage for instructions and operands than do reser-
vation stations, the complexity of the issue, compression, and allocation hardware in a dis-
patch stack argues against its use. The register update unit [Sohi and Vajapeyam 19871 is a
simpler implementation of a central window that avoids the complexity of compressing the
window before allocation.

The operations performed to issue instructions in the register update unit are identical to
those in the dispatch stack (the criteria for issue are different, though, because the depend-
ency mechanism is different). However, the register update unit allocates and frees window
entries in a first-in, first-out (FIFO) manner, as shown in Figure 56. Instructions are entered
at the tail of the FIFO, and window entries are kept in sequential order. An entry is not re-
moved when the associated instruction is issued. Rather, an entry is removed when it
reaches the head of the FIFO, When an entry is removed, its result (if applicable) is written
to the register file. This method was originally proposed to aid the implementation of pre-
cise interrupts, but it also decouples instruction issuing from window allocation and uses a
simple algorithm to allocate window entries.

Figure 57 shows the performance of the register update unit, as a function of size. The set of
bars in the foreground of Figure 57 show the speedup obtained with a register update unit,
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and the set of bars in the background repeat the data for the dispatch stack, from Figure 55,
for comparison. For all sizes shown, performance of the register update unit is significantly
lower than the performance of a dispatch stack of equal size. The performance disadvantage
is most pronounced for smaller window sizes (the reason performance can be lower than that
of the scalar processor is that instructions remain in the register update unit for at least one
cycle before being written to the register file, possibly stalling the decoder for longer periods
than if results are written directly to the register file). Sohi and Vajapeyam [ 19871 report
similar results-they find that a fifty-entry register update unit provides the best perform-
ance, in a processor that has higher functional-unit latencies that the processor used in the
current study.

There are two reasons that the register update unit has this performance disadvantage
(Figure 56 helps to illustrate these points):

l Window entries are used for instructions which have been issued.

l Instructions cannot remain in the window for an arbitrary amount of time
without reducing performance. Rather, the decoder stalls if an instruction
has not been issued when it reaches the head of the register update unit.

Figure 58 shows, for the dispatch stack described in Section 6.2.1, the average distribution
of the number of cycles from instruction decode to instruction issue. With the register up-
date unit, instructions at the high end of this distribution stall the decoder, because they can-
not be issued and complete by the time they arrive at the front of the window. As discussedin
Section 6.1.2, stores experience the worst decode-to-issue delay, because they can be issued
in order only after all previous instructions are complete and then contend with loads for the
data cache.

It should be emphasized that Sohi and Vajapeyam [ 19871 proposed the register update unit
as a mechanism for implementing precise interrupts and restarting after mispredicted
branches. The disadvantages cited here are due to the different objective of reducing the size
of the instruction window.

6.2.3 Using the Reorder Buffer to Simplify the Central Window

Both the complexity of the dispatch stack and the relatively low performance of the register
update unit can be traced to a common cause: both proposals attempt to maintain instruc-
tions ordered in the central window. However, a reorder buffer is much better suited to
maintaining instruction-ordering information. The reorder buffer is not compressed as is the
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dispatch stack, and the deallocation of reorder-buffer entries is not in the critical path of in-
struction issue. Rather, reorder-buffer entries are allocated at the tail of a FIFO and dealloca-
tion occurs as results are written to the register file. Also, in contrast to the register update
unit, instructions will not stall the instruction decoder if they are not issued by the time the
corresponding entry reaches the head of the reorder buffer. As described in Section 5.2.2,
for example, stores are simply released for issue at the output of the reorder buffer. Several
stores can be released in a single cycle, so the reorder buffer does not suffer the single-issue
constraints of a store in the register update unit. Consequently, the reorder buffer does not
stall instruction decoding as readily as the register update unit. The different method for
handling stores is the primary advantage of this approach over the register update unit.

In an implementation with a reorder buffer, then, there is no real need to keep instructions
ordered in the central window. The window is not compressed as instructions are issued.
Instead, new instructions from the decoder are simply placed into the freed locations, as
Figure 59 shows. The principal disadvantage of this approach is that there is no instruction-
ordering information in the instruction window, and it is not possible to prioritize instruc-
tions for issue based on this order. In general, when two instructions are ready for issue at the
same time and require the same functional unit, it is better to issue the older instruction,
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because this is more likely to free other instructions for issue. Still, the data in Figure 60
suggest that this is not a very important consideration. Figure 60 gives performance as func-
tion of central-window size when the window is allocated without compression as shown in
Figure 59. In this configuration, instructions are prioritized for issue based on their position
in the central window, but this position has nothing to do with the original program order.
Compared to the performance of the dispatch stack, the reduction in performance caused by
this less-optimal prioritization is less than 1% for any benchmark-the reduction is less than
the measurement precision for most benchmarks. Obviously, the dependencies between in-
structions are sufficient to prioritize instruction issue.

Even though instructions do not have to be ordered in the window for performance, some
instructions (loads, stores, and branches) must be issued in original program order. The cen-
tral window proposed here does not preserve instruction ordering, and thus complicates is-
suing instruction in order. This difficulty is easily overcome by allocating sequencing tags
to these instructions during decode if there is another, unissued instruction of the same type
in the window. When a sequenced instruction is issued, it transmits its tag to all window
entries, and the window entry with a matching sequencing tag is released for issue.

6.2.4 Operand Buses

A concern with a central window is the amount of global (chip-wide) interconnection re-
quired to supply operands to the functional units from the central window. The process of
distributing instructions and operands is significantly different for acentral window than it is
for reservations stations. Instructions and operands are placed into the central window using
local interconnections from the decoder, reorder buffer, and register file. The window in
turn issues these instructions and operands to the functional units using globai interconnec-
tions. In contrast, instructions and operands are placed into reservation stations using global
interconnections. The reservation stations in turn issue these instructions and operands to
the functional units using local interconnections.

Section 4.4 established that a limit of four register-based operands is sufficient to supply res-
ervation stations, and does not significantly reduce performance. This gives an estimate of
the number of interconnection buses required for the distribution of instructions and oper-
ands to reservations stations. However, this number of operands is sufficient because empty
decoder slots and dependencies between decoded instructions reduce the demand on regis-
ter-based operands during decode. If instructions and operands are issued to the functional
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units from a central window, these empty slots and dependencies do not exist, because the
instructions are being issued for execution.

Interconnection networks are much less dense than storage elements, so the interconnect re-
quired by a central window might consume more chip area than the additional storage of the
reservation stations. Because of this consideration, Figure 61 shows the performance of a
central window of sixteen entries for various numbers of operand buses. A large, sixteen-en-
try window is used in order to focus on the effect of limited interconnection. As shown, the
number of operand buses can be limited to four (equal to the number of buses adequate to
distribute operands to reservation stations) with negligible effect on performance.

The reason that limiting the number of buses has so little effect is that the instruction window
is able to schedule instruction issue around this limitation. Figure 62 illustrates this point by
comparing the average instruction-issue distribution from a central window with eight oper-
and buses to the same distribution with four operand buses. As shown, limiting the number
of buses reduces the percentage of cycles in which a high number of instructions are issued,
but the instructions not issued am likely to be issued later with other instructions, and the
average execution rate is maintained.

Speedup
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Speedup

Number of Operands Number of Operands
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Figure 61. Performance EflectofLimiting  OperandBuses
from a Sixteen-Entry Central Window
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6.2.5 Central Window Implementation

The primary difficulty of operand distribution with the central window is not that too many
buses are required, but the fact that operand-bus arbitration must be considered during in-
struction scheduling. The arbitration for operand buses is conceptually similar to the regis-
ter-port arbiter discussed in Section 4.4.1, except that there are as many as sixteen operands
contending for the four shared buses. Furthermore, it is more difficult to determine which of
the contenders are actually able to use the buses. For example, to determine which instruc-
tions are allowed to use operand buses, it is first necessary to determine which instructions
are ready to be issued and which functional units are ready to accept new instructions. Fol-
lowing this, functional-unit conflicts among ready instructions must be resolved before in-
structions arbitrate for operand buses. Fortunately, there is somewhat more time to accom-
plish these operations than there is with register-port arbitration, because register-point arbi-
tration typically must be completed by the mid-point of a processor cycle.

The longest identifiable path in the instruction-scheduling logic arises when an instruction is
about to be made ready by a result that will be forwarded. In this case, the result tag is valid
the cycle before the result is valid, and a tag comparison in the instruction window readies
the instruction for issue. Once the scheduling logic determines that the instruction is ready,
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the instruction participates in functional-unit arbitration, then operand-bus arbitration. If the
instruction can be issued, the location it occupies is made available for allocation to a de-
coded instruction. Table 5 gives an estimate of the number of stages required for each of
these operations, using serial arbitration as described in Section 5.6.1  for the complex arbi-
ters and assuming no special circuit structures (such as wired logic). The sixteen stages re-
quired are within the capabilities of most technologies.

It is interesting to note that four of the operations in Table 5 are concerned with resource
arbitration and allocation. That these operations have also been examined within the con-
texts of instruction fetching and dependency analysis suggests that hardware structums for
arbitration and allocation are important areas for detailed investigation. Sustaining an in-
s,truction  throughput of more than one instruction per cycle with a reasonably small amount
of hardware creates many situations where multiple operations are contending for multiple,
shared resources. The speed and complexity of the hardware for resolving resource conten-
tion is easily as important as any other implementation consideration addressed in this study,
but it is impossible to determine the feasibility of this hardware without knowing precisely
the details of the implementation.

Despite its additional complexity, the central window is preferred over reservation stations.
It uses many fewer storage locations and comparators for forwarding than do reservation
stations, and requires comparable busing to distribute operands.

6.3 Loads and Stores
Generally, it is not possible to improve concurrency of loads and stores by issuing them out-
of-order, except that loads can be issued out-of-order with respect to stores if each load

Table 5. Critical Path for Central-Window Scheduling

Function in Path Number of Stages

result-bus arbitration 2

drive tag buses 1

compare results tags to operand tags and determine ready instructions 3

functional-unit arbitration

operand-bus arbitration

allocate free window entries to decoded instructions

2

4

4

TOTAL: 16
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checks for dependencies on pending stores. As already discussed, stores are serialized with
all other instructions to preserve a sequential memory state for restart This section exam-
ines alternative mechanisms for access ordering, address computation and translation, and
memory dependency checking. Reservation stations provide much leeway in the load and
store mechanisms. For this reason, this section begins by considering implementations us-
ing reservation stations, to illustrate general implementations. However, since the conclu-
sion of Section 6.2 is that a central instruction window is preferred over reservation stations,
this section develops an implementation of loads and stores using a central instruction win-
dow.

Throughout this section, the timing and pipelining characteristics of the address computa-
tion and translation unit and of the data-cache interface are assumed to be comparable to
those of the MIPS R2000 processor. This avoids distorting the results with effects that are
not related to the super-scalar processor, but is not meant to imply that these am the only
approaches to implementing these functions. For example, the overhead involved in issuing
a load or store in the super-scalar processor may prevent computing and translating an ad-
dress in a single cycle (these operations are performed in a single cycle in the R2000 proces-
sor). The additional overhead may motivate another approach to address translation, such
accessing the data cache with virtual addresses rather than physical addresses. However,
such considerations are not explicitly examined here.

This section considers ways of relaxing issue constraints on loads and stores while maintain-
ing correct operation. Throughout this section, the following code sequence is used to illus-
trate the operation of the various alternatives:

STOREv (1)
ADD (2)
LOAD w (3)
LOAD x (4)
LOAD v (5)
ADD (6)
STOREw (7)

In this instruction sequence, the LOAD v instruction (line 5) depends on the value stored by
the STORE v instruction (line 1). Technically, the STORE w instruction (line 7) anti-de-
pends on the instruction LOAD w (line 3), but, because stores are held until all previous in-
structions complete, anti-dependencies on memory locations are not relevant to this study-

nor are memory output dependencies.
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6.3.1 Total Ordering of Loads and Stores
The simplest method of issuing loads and stores is to keep them totally ordered with respect
to each other-though not necessarily with respect to other instructions-as shown in
Figure 63. In Figure 63, the STORE v instruction is released in cycle 4 by the execution of
all previous instructions. Because loads are held until all previous stores are issued, there is
no need to detect dependencies between loads and stores. The disadvantage of this organiza-
tion is that loads are held for stores, and stores in turn are held for all previous instructions.
This serializes computations that involve memory accesses whenever a store appears in the
instruction stream, and also causes decoder stalls because the load/store reservation station
is full more often.

613.2 Load Bypassing of Stores

To overcome the performance limitations of total ordering of loads and stores, loads can be
allowed to bypass stores as illustrated in Figure 64. In this example, all loads but one are

cache
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Figure 63. Issuing Loads and Stores with Total Ordering
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issued before the STORE v instruction is released for issue, even though the loads follow the
STORE v in the instruction sequence. To support load bypassing, the hardware organiza-
tion shown in Figure 64 includes separate reservation stations and address units for loads
and stores and a store buffer (Section 6.3.5 below describes an organization that eliminates
the reservation stations, using a central window and a single address unit).
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The store buffer is required because a store instruction can be in one of two different stages
of issue: before address computation and translation have been performed, and after ad-
dressing computation and translation but before the store is committed to the data cache.
Store addresses must be computed before loads are issued so that dependencies can be
checked, but stores must be held after address computation until previous instructions com-
plete. Figure 64 shows that the dependent LOAD v instruction is not issued until the
STORE v instruction is issued, even though preceding loads are allowed to bypass this
store. If a store address cannot be determined (for example, because the address base regis-
ter is not valid), all subsequent loads are held until the address is valid, because there might
be a memory dependency.

6.3.3 Load Bypassing with Forwarding

When load bypassing is implemented, it is not necessary to hold a dependent load until the
previous store is issued. As illustrated in Figure 65, the load can be satisfied directly from
the store buffer if the address is valid and the data is available in the store buffer. This opti-
mization avoids the additional latency caused by holding the load until the store is issued,
and can help in situations where the compiler is forced by potential dependencies to keep
operand values in memory (for example, in a program containing pointer de-references or
address operators). In such situations, it is possible to have frequent loads of values recently
stored.

6.3.4 Simulation Results

Figure 66 shows the results of simulating the benchmark programs using the various load/
store mechanisms described in this section, for both two-instruction and four-instruction de-
coders. The interpretation of the chart labels is as folIows:

l total order - total ordering of loads and stores.

l load byp - load bypassing of stores.

. load fwd- load bypassing of stores with forwarding.

Load bypassing yields an appreciable performance improvement: 11% with a two-instruc-
tion decoder, and 19% with a four-instruction decoder. Load forwarding yields a much
smaller improvement over load bypassing: 1% with a two-instruction decoder and 4% with a
four-instruction decoder. The obvious conclusion is that load/store mechanism should sup-
port load bypassing. Load forwarding is a less-important optimization that may or may not
be justified, depending on implementation costs.
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6.3.5 Implementing Loads and Stores with a Central Instruction Window

The simulation results for load bypassing and load forwarding in Section 6.3.4 used the
hardware organization shown in Figure 64. This organization is based on reservation sta-
tions to provide the most flexibility in the load and store mechanisms, bu this is an incon-
venient implementation for two reasons. First, it assumes two separate address units each
consisting of a 32-bit adder and (possibly) address-translation hardware. Two address units
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Figure 66. Performance for Various LoadlStore Techniques

are largely unnecessary, because the issue rate for loads and stores is constrained by the data-
cache interface to one access per cycle. Second, this organization makes it difficult to deter-
mine the original order of loads and stores so that dependency checking can be performed.

For example, when a load is issued, it may have to be checked against a store in the store
reservation station, in the store address unit, or in the store buffer. Stores in the store reserva-
tion station have not had address computation and translation performed. If a load sequen-
tially follows a store that is still in the store reservation station, the load must be held at least
until the store is placed into the store buffer. However, there is no information in the reserva-
tion stations or store buffer, as defined, to allow the hardware to determine the set of stores
on which a given load may depend. Without a mechanism to determine the correct set of
stores, deadlock can occur: a store may hold because of a register dependency on a previous
load, while the load holds because it is considered (incorrectly) to depend on the store.

An alternative organization to that shown in Figure 64 is shown in Figure 67. This organiza-
tion is based on a central window and has a single address unit. Loads and stores are issued to
the address unit from the central window. A store buffer operates as before to hold stores
until they are committed to the data cache.

When a load or store instruction is decoded, its address-register value (or a tag) and address
offset are placed into the central window. The data for a store (or a tag) is placed directly into
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the store buffer. From the central window, loads and stores are issued in original program
order to the address unit (this can be accomplished using sequencing tags, as suggested in
Section 6.2.3). A load or store cannot be issued from the window until its address-register
value is valid, as usual. At the output of the address unit, a store address is placed into the
store buffer, and a load address is sent directly to the data cache (the load bypasses stores in
the store buffer). Loads are checked for dependencies against stores in the store buffer. If a
dependency exists, load data can be forwarded from the store buffer.

Figure 68 repeats the simulation results of Section 6.3.4 for this organization (the results for
totally-ordered loads and stores are shown for continuity, but there is no difference in this
case). For these results, an eight-entry central window and an eight-entry store buffer were
used. In most cases, there is only a slight performance penalty caused by issuing loads to the
address unit in order with stores-l % with a two-instruction decoder and 3% with a four-in-
struction decoder. For the results in Section 6.3.4, a load could be issued to the data cache
while a store was simultaneously placed into the store buffer. Since this latter technique
requires two address units, and since the central-window approach does not reduce perform-
ance very much, the implementation using the central window and a single address is a good
cost/performance tradeoff.
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6.3.6 Effects of Store Buffer Size
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Figure 69 shows the effects of store-buffer size on performance, for a processor having an
eight-entry central window and implementing load bypassing with forwarding. With a two-
instruction decoder, both a four-entry and a two-entry store buffer have nearly identical per-
formance to an eight-entry buffer. With a four-instruction decoder, a four-entry buffer
causes a 1% performance loss over an eight-entry buffer, and a two-entry buffer causes a 4%
loss. The four-entry buffer is a good choice for the four-instruction decoder, because it has
good performance and the small number of entries facilitate dependency checking.

6.3.7 Memory Dependency Checking

The organization of Figure 67 greatly simplifies memory dependency checking, in compari-
son to the organization in Figure 64, because loads and stores are issued to the address unit in
order. When a load is issued, its address is checked for dependencies against all valid ad-
dresses in the store buffer. The store buffer contains only stores that sequentially preceded
the load, and the store buffer is the only location for these stores until they are issued, after
which dependency checking no longer matters.

If a load address matches an address in the store buffer and load forwarding is implemented,
the load data are supplied, if available, directly from the store buffer. The dependency logic
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must identify the most recent matching store-buffer entry, because the address of more than
one store-buffer entry may match the load address. The most recent entry contains the re-
quired data (or a tag for these data). If forwarding is not implemented, the load is held if its
address matches the address of any store-buffer entry, without regard to the number of
matching entries, until all matching store-buffer entries are committed to the data cache.

To reduce the logic chains involved in dependency checking and forwarding, these opera-
tions can be performed as a load is issued to the data cache, with the load being squashed or
canceled as required if a dependency is detected. Squashing and canceling may require sup-
port in the data cache, and these operations are possible only if loads are free of side-effects
in the system.

If load forwarding is not implemented, the comparators used to detect memory dependen-
cies can be reduced by checking a subset of the full address. Figure 70 shows how perform-
ance is reduced as dependency checking is limited to 8,4,2, and 1 address bits. Although
limiting address checking in this manner sometimes causes false dependencies (for these
results, low-order address bits were compared under the assumption that these bits have the
most variation and are least likely to compare falsely), the effect on performance is very
small until less than 8 bits are used. These results indicate that 8-bit comparators cause
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negligible reduction in performance. Note, however, that some performance is lost because
load forwarding is not possible with this technique.

If both load forwarding and address translation are implemented, the size of the dependency
checking comparators can be reduced using information from the address-translation opera-
tion. If the address-translation system does not allow a process to creates aliases for memory
locations via address translation, the identifier of the translation look-aside buffer (TLB) en-
try used to translate an address-concatenated with the page offset of the address-provides
a shortened form of the address that can be used in dependency checking. Under these con-
ditions, comparisons involving these shortened addresses are exact. As an example of the
savings, a 32-entry TLB and 4-Kbyte virtual page size allow the dependency comparators to
be reduced to 17 bits.

6.4 Observations  and Conclusions
Out-of-order issue can be accomplished either by reservation stations or by a central instruc-
tion window. Reservation stations hold instructions for issue near to a particular functional
unit, distributing and partitioning the tasks involved in issuing instructions. In contrast, the
central window maintains all pending instructions in one central location, examining all in-
structions in every cycle to select candidates for issue. The central window is more storage-
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efficient, and consolidates all of the scheduling logic into a single unit. However, the sched-
uling logic is more complex than the scheduling logic of any given reservation station, pri-
marily because there are more instructions in the central window than in any single reserva-
tion station and because functional-unit conflicts must be resolved by the central window.
Still, overall considerations weigh in favor of the central window. An alternative to twopub-

lished central-window proposals-the dispatch stack and register update unit-relies on the
reorder buffer to maintain instruction-sequencing information. This is one of several exam-
ples of synergy between hardware components in the super-scalar processor.

Loads and stores present several impediments to high instruction throughput, because of is-
sue constraints, addressing operations, and hardware interfaces associated with memory ac-
cesses. Requirements of correctness and restartability reduce the opportunities to gain
concurrency by scheduling loads and stores out-of-order. Furthermore, the hardware re-
quired to achieve additional concurrency is expensive in relation to the performance benefits
provided by this hardware. Compiler scheduling of loads and stores is not as effective as for
other instructions (for the general-purpose benchmarks used in this study), because the com-
piler has little knowledge of memory dependencies that can arise during execution.

Of all the alternatives examined in this chapter, an organization implementing load bypass-
ing (without forwarding) with a central window and a store buffer provides the best tradeoff
of hardware complexity and performance. This organization requires a single address unit
that is used by loads and stores in their original program order. Memory dependency check-
ing can be performed with eight low-order bits of the memory address with no appreciable
loss in performance, and dependency checking is not concerned with the order of stores in
the store buffer as it is when load forwarding is implemented. The store buffer requires only
four entries. The performance with this organization is not the best that can be achieved, but
is still good, because it allows loads to be issued out-of-order with respect to stores.
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Chapter 7
Conclusion

This research has used an experimental approach to architecture design: processor features
are evaluated in light of the performance they provide. Trace-driven simulation has permit-
ted the evaluation of a large number of super-scalar design alternatives for a large sample of
general-purpose benchmark applications. This approach has identified major hardware

components that are required for best performance and has uncovered techniques that sim-
plify hardware with little reduction in performance. By defining the limits of super-scalar
hardware, by illustrating the complexity of super-scalar hardware, and by suggesting possi-
ble software support, this research has established a basis for future research into hardware
and software tradeoffs for super-scalar processor design.

This thesis shows that a general-purpose, super-scalar processor needs four major hardware
features for best performance: out-of-order execution, register renaming, branch prediction,
and a four-instruction decoder. The complexity of these features-although not unmanage-
able-may argue against the goal of achieving highest possible performance. However,
hardware complexity must be considered in view of hardware simplifications which have
been proposed throughout this study. This chapter summarizes these simplifications and
emphasizes that-even if hardware is simplified in many ways-performance is not re-
duced as much as when one of the four major features list above is removed.

This study has also pointed out several avenues for further research, primarily in the direc-
tion of software support. The general-purpose benchmark applications used in this study do
not lend themselves to software scheduling as readily as many scientific applications, but
there are still many ways in which software can help simplify hardware and improve per-
formance.

7.1 Major  Hardware Features
Table 6 summarizes the performance advantages of out-of-order execution, register renam-
ing, branch prediction, and a four-instruction decoder. Each entry in Table 6 is the relative
performance increase due to adding the given feature, in a processor that has all other listed
features. This simple summary indicates that each of these features is important in its own
right. However, these features are interdependent in ways not illustrated by Table 6.

Branch prediction and a four-instruction decoder overcome the two major impediments to
supplying an adequate instruction bandwidth for out-of-order execution: fetch stalls due to
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Table 6. Performance Advantage of Major Processor Features

Out-of-order Register Branch Four-instruction
execution renaming prediction decoder

52% 36% 30% 1874

branch resolution and decoder inefficiency caused by instruction misalignment. Tech-
niques to overcome the branch delay in scalar processors, such as compiler scheduling of
branch delays, are not effective in a super-scalar processor for general-purpose applications
because of the frequency of branches and the magnitude of the branch-delay penalty. With a
speedup of two, the branch delay represents about eight instructions. With branch predic-
tion, a four-instruction decoder achieves higher performance than a two-instruction de-
coder, because the four-instruction decoder supplies adequate instruction bandwidth even in
the face of misaligned instruction runs.

Out-of-order execution and register renaming not only provide performance in the expected
ways, but also provide performance by supporting branch prediction. The instruction win-
dow for out-of-order execution provides a buffer in which the instruction fetcher can store
instructions following a predicted branch, and register renaming provides a mechanism for
recovering from mispredic ted branches.

Table 6 implies another way in which out-of-order execution, register renaming, branch
prediction, and a four-instruction decoder depend on each other. These features together
provide more performance than is provided by each feature taken separately, because each
relative improvement in Table 6 assumes that the other features are already implemented.
Thus, it is difficult to justify implementing anything but the complete set of features, except
that this observation presupposes that cycle time is not affected and that the performance
goal justifies the design complexity.

The complexity of the super-scalar processor is its most troubling aspect. None of the major
features by itself is particularly difficult to implement, but interdependencies between these
features can create complex hardware and long logic delays. Complexity is significantly
increased by the goal of decoding, issuing, and executing more than one instruction per cy-
cle. Often, this complexity manifests itself in the arbitration logic that allocates multiple,
shared processor resources among multiple contenders. The super-scalar processor has a
number of different arbiters, each with its own complexity and timing constraints. The
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design of these arbiters has been widely ignored in the published literature and in this study
because arbiter design is very dependent on the hardware technology and implementation.

7.2 Hardware Simplifications

Though a super-scalar processor is complex, this study has suggested that many hardware
simplifications are possible. This section summarizes these simplifications and their effects
on performance. Although it is possible that, when a super-scalar processor is simplified in a
number of ways, the cumulative effect of these simplifications reduces performance more
than removing one of the major processor features listed in Section 7.1, this section shows
that this is not the case.

Table 7 lists several progressively-simplified processor designs, showing the cumulative
performance degradation. The cumulative degradation of each design is the percentage re-
duction in performance (based on the harmonic mean) relative to the processor configura-
tion described in Section 3.3. Figure 7 1 and Figure 72 present the speedups of the configu-

rations in Table 7. Although one conclusion presented in Section 7.1 was that a four-instruc-
tion decoder provides better performance than a two-instruction decoder, data for the two-

Table 7. Cumulative Eflects of Hardware Simplifications

Hardware Simplification (cumulative)

a I
execution model described in Section 3.3,
with branch prediction in instruction cache

blLiiW3.4) ~single-port array in instruction cache for branch-prediction 1 -3% 1 -4% 1

7C limiting decoder to four register-file read ports (Section 4.4) and
decoding a single branch instruction per cycle (Section 4.5.3) 1 -3% 1 -6% 1

d waiting until mispredicted branch reaches the head of the reorder
buffer before restarting (Section 5.2.1) -7% -11%

e central instruction window (not compressed--Section 6.2.3),  limited
operand buses (Section 6.2.4),  single address unit (Section 6.3.5)

-80/0 -15%

f no load forwarding from store buffer (Sections 6.3.2 and 6.3.3),
a-bit dependency checking (Section 6.3.7) -9% -17%

\

9 I no load bypassing of stores (Section 6.3.1)

‘speedup  = 1.64 2speedup  = 1.94
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Figure 71. Cumulative Simplifications with Two-Instruction Decoder
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Figure 72. Cumulative Simplifications with Four-Instruction Decoder

instruction decoder is presented here for two reasons. First, it shows the effects of hardware
simplifications in a processor that is more severely instruction-fetch limited. Second, it il-
lustrates that a four-instruction decoder still achieves better performance than a two-instruc-
tion decoder even with simplified hardware.
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Many of the hardware simplifications do not reduce performance very much because the
instruction window decouples instruction-fetch and instruction-execution limitations. The
average rates of fetching and execution are more important to overall performance than
short-term limitations. Other simplifications are the direct result of the hardware features
described in Section 7.1. For example, the instruction-ordering information retained by the
reorder buffer allows this information to be discarded as instructions are allocated entries in
the instructions window, avoiding the need to compress the window and simplifying its im-
plementation. As a further example, the dynamic scheduling of the instruction window al-
lows good performance with a limited number of operand buses between the window and the
functional units.

Eliminating load bypassing is the only simplification listed in Table 7 that causes lower per-
formance than the removal of out-of-order execution, register renaming, branch prediction,
or a four-instruction decoder. Apparently, the conclusion of Section 6.3-that load bypass-
ing is the most important feature of the load/store mechanism-is still valid in a simplified
processor.

7.3 Future  Directions

This study has suggested several areas where software support can improve processor per-
formance or simplify the hardware. The suggested support raises several important ques-
tions.

The instruction format proposed in Section 4.4.2 relies on software to schedule the use of
register-file read ports. Software can either use common source registers among several in-
structions or use dependent instructions to reduce the demands on register-file read ports.
Whether either approach is feasible is an open question. Furthermore, using dependent in-
structions to reduce register-file demands conflicts with the overall software-scheduling
goal of helping the processor to fetch and decode independent instructions. It is difficult to

determine without much further study the degree to which these goals conflict.

Another proposal in this study is that software can improve the efficiency of the instruction
fetcher by loop unrolling, aligning instruction runs, and scheduling instructions after a
branch to pad the decoder. Hardware-based aligning and merging indicates that these can be
important optimizations, but further research is required to determine whether software can
perform aligning and merging with an overall benefit, particularly with respect to the effect
of the increased code density on the hit ratio of the instruction cache.
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Finally, though this study has established a starting point for future research, many of the
conclusions have been reached with the assumption of no software support. Further study
may show that more hardware should be provided to exploit the instruction independence
that software is able to provide, or that less hardware is required because software is able to
provide benefits that were not anticipated in this study.
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