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Chapter 1

Introduction

1.1 High-Speed Serial Links

The advent of the Internet, coupled with advances in IC fabrication technology, has

dramatically changed our lives. We are always connected to the cloud to easily access,

and share information and a variety of electronic devices make us more productive.

The amount of data transferred through the Internet continues to grow exponentially

as shown in Figure 1.1(a) [1]. In 2017, 120 exabytes of data was transferred per

month, whereas today, only 4 years later, the traffic has grown to 320 exabytes,

about 3 times more than 2017. The ever-growing Internet traffic requires appropriate

network communication to support it, which is manifested by the data rate road map

of the Ethernet standard shown in Figure 1.1(b) [2].

On the other hand, as integration density and processing bandwidth keep increas-

ing, a system on a chip (SoC) can support fancier applications, such as machine learn-

ing, AI, and high performance computing. However, these new applications create

demand for higher I/O throughput to connect the chip to memories and peripherals.

Figure 1.1(c) [3] is the data rate road map of PCIe, which is one of the most popular

standards for high-speed peripherals, showing a thirst for higher I/O throughput.

Figure 1.1(d) [4] clearly shows the importance and demand for high-speed wireline

data links, which constitute about a quarter of today’s entire silicon IP market.

1



CHAPTER 1. INTRODUCTION 2

Figure 1.1: (a) Global internet traffic. (b) Data rate road map of Ethernet. (c) Data
rate road map of PCIe. (d) IP revenue by category from 2017 to 2019 (2017 is the
inner ring).

These standard communication protocols are defined by the open systems inter-

connection (OSI) model [5], which consists of seven abstraction layers. The physical

layer, or PHY, is the layer that directly interacts with a physical media (channel) and

is responsible for the transmission and reception of unstructured raw data between

a device and the medium. For the rest of this dissertation, the term “link” refers to

the PHY layer of a wireline communication link.

Compared to today’s complex functions on an SoC, the function of the I/O seems

extremely simple: its only purpose is sending ones and zeros through a wire and suc-

cessfully receiving them. However, when we want to make the throughput of the I/O
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tens of gigabits per second (Gbps), this task is no longer simple. The transmitted

signal experiences frequency-dependent energy loss due to the inherent band-limited

characteristic of the physical channel, resulting in severe distortion of the received

waveform. Significant effort goes into developing better communication channels,

ranging from more advanced printed circuit boards (PCBs), chip packages, and con-

nectors. Meanwhile, most high-speed serial links today employ multiple signal pro-

cessing techniques to overcome the bandwidth limitations of legacy channels.

Until about a decade ago, the architecture of high-speed serial links had converged

into a “golden architecture,” also known as the mixed-signal architecture, shown

in Figure 1.2(a) [6][7][8]. Continuous-time linear equalizers (CTLEs), variable gain

amplifiers (VGAs), feed-forward equalizers (FFEs), and decision-feedback equalizers

(DFEs) are commonly employed to compensate for the effect of channel loss. Dual-

loop clock and data recovery (CDR) with an oversampling phase detector (PD) is

the most popular approach to achieve symbol synchronization, and a phase-locked

loop (PLL)-based clock generator with a phase interpolator (PI) usually provides the

optimal sampling clocks for the PD.

Although the mixed-signal serial link architecture has worked well and supported

a variety of commercial standards so far, the analog-to-digital converter (ADC)-based

serial link architecture has recently gained traction, due to its many advantages

[9][10][11]. ADC-based links can enjoy the benefit of CMOS technology scaling by

processing most of the signal in the digital domain, as shown in 1.2(b). This digital

signal processing (DSP) approach not only enables more sophisticated equalization

and symbol detection techniques, but is also robust to process, voltage, and tem-

perature (PVT) variations and much easier to reconfigure. Moreover, it is a natural

fit for error correction channel coding schemes [12][13], which are a crucial driver to

push the data rate up to 100 Gbps, or even higher. For these reasons, the majority of

high-speed links for modern standards adopt the ADC-based architecture as a default

option.
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Figure 1.2: (a) Conventional mixed-signal receiver architecture. (b) Conventional
ADC-based receiver architecture. (c) Proposed open-source synthesizable PHY ar-
chitecture.
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1.2 Open Source PHY

Generally, design and validation of a high speed serial link require lots of en-

gineering effort, since its performance tightly depends on sophisticated analog and

mixed-signal (AMS) circuit blocks. While digital blocks use a set of electrical rules

for formal equivalence checking to ensure the Boolean functions of circuits, there are

no such universal rules for the AMS blocks – understanding the rules for dedicated cir-

cuits separates novice and experienced AMS designers. Besides, while digital designs

are synthesized into standard gates and then laid out using an automatic placement

and routing (PnR) tool, AMS blocks rely on a transistor-level custom design flow,

which requires a significant amount of non-recurring engineering (NRE) cost. An even

bigger problem is that AMS blocks are often the bottleneck for full-chip verification,

since they usually require more precision than what is needed for the rest of the sys-

tem, and hence severely affect the turn-around time (TAT) of product developments.

This dissertation proposes a synthesizable and portable architecture of the AMS

building blocks of an ADC-based serial link along with an automated design platform.

The proposed architecture enables the link to be entirely described by a hardware

description language (HDL) using a minimal amount of analog precision as shown in

Figure 1.2(c). This design is intended to be released to the public with all required

design collateral so that its users, even those who do not have deep analog back-

grounds, can produce their own PHY easily and efficiently. This platform is called

the Open-Source PHY.

The proposed receiver architecture does not contain front-end amplifiers (CTLE,

VGA) because they are tricky to implement in a synthesizable fashion. Moreover,

it does not rely on DFE because it can be problematic for timing closure. Instead,

the proposed architecture adopts a novel MLSD-based error correction technique to

compensate for the performance degradation due to the absence of amplifiers and

DFE. The error correction, or equalization, is beyond the scope of this dissertation:

interested readers may refer to Appendix B.
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1.3 Dissertation Organization

Chapter 2 provides the background about ADC-based links to introduce the main

components of this link design, including key error sources. It also gives the per-

formance requirement of the link. Chapters 3, 4, and 5 describe the design of the

ADC, PI, and clock generator respectively. Each starts with its own brief review of

background work to introduce prior art. Chapter 6 presents the design flow and phys-

ical implementation for the proposed AMS blocks. Chapters 7 presents a 20 Gbps

receiver front-end, including all the proposed AMS blocks, with experimental results.

Chapter 8 summarizes this dissertation and proposes possible future work.



Chapter 2

Background on ADC-Based Links

This chapter reviews the fundamentals of ADC-based links. The objectives of

this chapter are two-fold. The first objective is to provide insight into what factors

influence the performance of the link and how the link performance can be estimated.

This will provide the foundation for the later chapters. The second objective is to

motivate the specifications of each building block for a given target performance.

Sections 2.1 and 2.2 define the performance of a link and review key error sources.

Section 2.3 introduces common approaches that estimate the performance of the link,

and the target specifications of each building block are discussed in Section 2.4.

2.1 Bit Error Rate

Ideally, a high-speed serial link should be designed to be error-free even in the

“worst-case” scenario. However, given the random nature of the noise in active de-

vices, PCBs, and other link components, bit errors will occur when the link operates

for a sufficiently long time, and it is natural and necessary to characterize the per-

formance of the link statistically, especially when the timing budget keeps shrinking

with increasing signaling speed.

7
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Figure 2.1: Typical eye diagram of a high-speed serial link and corresponding BER
bathtub curve.

Bit error rate (BER), defined as the ratio of the erroneous bits received to the

total number of the bits transmitted, is a statistical performance indicator of a com-

munication channel. It indicates the mean time to a bit error for a link operating at

a given speed. BER results are often presented in the bathtub curve format, which is

closely related to the well-known eye diagram. For example, Figure 2.1 shows an eye

diagram generated from a received waveform. From the eye diagram, the probability

distribution function (PDF) of the received signal at a given sampling phase can be

extracted. The BER is calculated by integrating the PDF that sits over a decision

boundary (VTH) based on the maximum likelihood decision criteria of a bi-modal

signal. A time-domain BER bathtub curve represents the BER with respect to the

sampling phase swept over one unit interval (UI) of the eye. The eye width (EW),

also know as horizontal margin (HM), of a link is defined as the maximum allowable

range of the sampling phase that can achieve a BER lower than a given target. A

voltage-domain BER bathtub curve along with eye height (EH) can be defined in a

similar way by sweeping the decision boundary for a given sampling phase.
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2.2 Error Sources of ADC-Based Links

There are a variety of error sources in ADC-based links that affect the BER per-

formance of link as shown in Figure 2.2. They reside in both the voltage domain and

the time domain and can be either bounded deterministic or unbounded random er-

ror. While a sequence of bounded deterministic error, such as simultaneous switching

output (SSO) noise, is correlated in time and its magnitude is bounded, a sequence of

the unbounded random error, such as thermal noise, is uncorrelated in time and its

probability distribution is nonzero even for a very large magnitude. Understanding

these error sources is one of the most important steps in designing a competitive link

system.

In this section, these major error sources of ADC-based links are investigated

with their characteristics, such as probability distribution and power spectral density,

and impacts on link performance. We first discuss errors caused by physical chan-

nel impairments, VISI , in Section 2.2.1 and then, we briefly describe input-referred

thermal noise of the RX, Vn, in Section 2.2.2. Next, we analyze characteristics of

ADC-induced errors, Vq, including quantization, non-linearity, and time-interleaving,

TX ADC FFE
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xk

yk

adaptation

CDRPIHPLL

dkdk

VnVISI
CoptCopt

ε TXε TX ε RXε RX

HCH

channel
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Figure 2.2: Major error sources in ADC-based links.
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in Section 2.2.3. The impact of timing jitter of both transmitter (TX) and receiver

(RX), εTX and εRX , is covered in Section 2.2.4. Finally, we address the impact of

a linear equalizer after the ADC associated with its coefficient adaptation, ~Copt, in

Section 2.2.5.

2.2.1 Channel ISI (VISI)

The channel of an electrical link refers to all physical media between the TX and

RX, including copper wire traces on chip packages, PCBs, sockets, connectors, and

balls/pins of the package on the chip. As the frequency of the transmitted signal from

the TX goes up to multi-GHz range, the channel starts to behave as a lossy transmis-

sion line and the signal dissipates its energy mainly due to the conductor/dielectric

loss of the transmission line. The conductor loss, also known as the skin effect, is

caused by the fact that higher frequency components of current tend to flow near the

surface of a conductor, and hence experience the higher effective resistance of a small

cross-sectional area. The effective resistance of a copper wire contributed by the skin

effect is [14]:

Reff (f) ∼ K

2W

√
f

where W is width of the wire and K is a constant.

The source of the dielectric loss is the energy loss in the dielectric surrounding the

transmission line, and it is also a function of the signal frequency [14]:

LD ∼
π
√
εr
c

f tan δ

where c is the speed of light, εr and is the relative permittivity of the media, and

tan δ is the loss tangent. The dielectric loss of a transmission line is usually specified

with only the loss tangent, which strongly depends on the insulator material.

Moreover, an impedance discontinuity in the channel reflects a portion of energy

back to the opposite direction. In long backplane channels, impedance discontinuities

occur at several distinct points, such as connectors, via stubs, and TX/RX termina-

tion, causing multiple bounces of the signal, which can persist for a relatively long
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Figure 2.3: Frequency-dependent energy loss of different channels (S21).

time. It complicates the link architecture since significant hardware resources are

required to compensate for it.

Figure 2.3 shows a scatter parameter (S-parameter) plot, which is widely used to

define the energy transfer characteristic of a system, of a number of different channels

[15]. Despite the wide variety of channel characteristics, these channels are mostly

low-pass which implies that a nice narrow pulse at the input of the channel will be

attenuated and dispersed at the output of the channel, as shown in Figure 2.4(a). The

dots in the plot indicate the signal values sampled by a receiver. The portion of the

signal smeared out over the symbol boundary interacts with neighboring symbols and

may cause errors, as shown in Figure 2.4(b). This interaction is called inter-symbol

interference (ISI). In Figure 2.4(b), the received signal that corresponds to a “101”

pattern transmitted from the TX is corrupted by ISI and leads to a wrong decision.
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Figure 2.4: Effect of a band-limited channel on the received waveform. (a) Single-bit
response of the channel. (b) Bit detection error caused by inter-symbol interference.

It is obvious that the effect of ISI gets worse as the symbol period decreases. ISI

is one of the most significant error sources limiting the performance of high-speed

links and is modeled as VISI in Figure 2.2. However, since it is deterministic, as

long as we know the characteristics of the channel, the effect of ISI can be minimized

(equalized) at the cost of additional hardware and power. There exist a variety of

equalization techniques, but they will not be addressed here, since, in the proposed

link, they are implemented as a sophisticated bit checker in the digital back-end,

which can be ported easily (Appendix B). The proposed link architecture assumes

no TX equalization and only uses a linear digital FFE at RX (Section 2.2.5) without

any analog equalizers and DFEs.
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2.2.2 Thermal Noise (Vn)

Thermal noise, which is random and unbounded, has traditionally been neglected

in high-speed links since it was assumed that the thermal noise of resistors and tran-

sistor devices is very small when compared to the signal magnitude. However, with

increased data rate, these noise sources are emerging as potentially critical compo-

nents, since the system collects more noise power as its bandwidth increases. One

of the main sources of the thermal noise is the 50Ω termination resistor. The de-

vice noise from RX circuitry also adds several dB of noise figure to the resistor noise

level. The additional noise strongly depends on the RX architecture. For example,

the input-referred noise of analog amplifiers (CTLE, VGA), comparators in an ADC,

and kT/C noise in interleaving samplers all contribute to thermal noise. Since these

thermal noise components can generlly be considered as independent and following

zero-mean Gaussian distributions, they are usually modeled as a single random vari-

able, Vn, as shown in Figure 2.2.

2.2.3 ADC Error (Vq)

The ADC can be viewed as a non-linear mapping from a continuous-time and

continuous-amplitude input to a discrete-time and discrete-amplitude output. We

divided the analysis of the errors introduced by the ADC, which is modeled as Vq in

Figure 2.2, into two parts: voltage quantization errors and time interleaving errors.

Let’s begin with the quantization error in a single ADC slice.

An ADC with N-bit resolution samples an analog voltage at a given sampling in-

stant and maps it to one of 2N possible digital representations. For example, Figure

2.5 shows the static transfer characteristic between the analog input and the digital

output of an ideal 3-bit ADC along with a corresponding quantization error profile.

For an analog input within a full-scale range (FSR) of the ADC, the quantization

error is bounded by ±∆/2, where ∆ is a unit step size (or least significant bit (LSB))

of the ADC determined by FSR/2N .
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It is obvious that the distribution of the output of the ADC is discrete while that

of the input is continuous and these have a deterministic relationship. Figure 2.6

shows a sketch of typical input/output PDFs of the ADC. Since each analog input

voltage within a quantization interval is rounded to the nearest allowable discrete level

of output, the strength of the delta functions centered at each quantization interval

is identical to the integration of the input PDF over the interval. This quantization

process is mathematically equivalent to the convolution between the input PDF (Pu)
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and a uniform PDF bounded by±∆/2 (Pu), followed by sampling in the PDF domain.

Px(v) = (Pu(v) ∗ Pu)
∑
n

δ(v − n∆) (2.1)

Quantization noise is normally modeled by adding a uniform noise as shown in

Figure 2.7. In general, the quantization process is not the same as adding independent

noise, since quantization adds an error that is deterministically related to the signal

being quantized. By comparing the output of the ADC with the uniform noise model,

we will derive, using the concept of characteristic function (CF), the condition on the

input distribution when the approximation is valid [16][17]. The CF of a random

variable α, Ψα, is defined as a Fourier transform of its PDF, i.e.,

Ψα(w) =

∫ ∞
−∞

Pα(v)e−jwvdv = E{e−jwv} (2.2)

Note that the statistical moments of α, such as mean, mean square, mean cube,

etc., can be determined by taking derivative of the CF at the origin [17]. The pth

order moment is:

E{αp} =
1

jp
dpΨα(w)

dwp

∣∣∣∣
w=0

(2.3)

The CF of the quantizer output calculated from Eq. 2.1 is:
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Figure 2.7: Comparison between quantization and the addition of independent noise.
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Ψx =
∞∑

k=−∞

Ψu(w + kwo)sinc

(
∆(w + kwo)

2

)
(2.4)

where Ψu is the CF of the original input PDF, and wo = 2π/∆ which represents the

“spatial” frequency of the input PDF that changes so rapidly it completes a full cycle

within the quantization bin. Note that dimension of w is V −1.

Figure 2.8 shows a sketch of the CF of the quantizer for an arbitrary input PDF

and a comparison to the case of the additive independent noise. The PDF area sam-

pling mechanism of the quantizer results in the repetition of the CF at the integer

multiples of wo and, very similar to the Nyquist’s sampling theorem, the aliasing

among the replica CFs happens unless Ψu’s spatial bandwidth is narrower than wo

(-wo/2 to wo/2). This condition is easily met in most ADCs for high-speed link ap-

plications, since the input distribution is generally smooth, and the bins are small

Figure 2.8: Comparison of the CF of quantizer output with the case when the quan-
tizer is modeled by an additive independent noise.
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enough, so the highest spatial frequency is smaller than wo. Interestingly, all statis-

tical moments of xk and x̂k(= uk + nk) still correspond exactly when the CF of the

input is band-limited to 2wo (-wo to wo), since there is still no overlap at wo=0, i.e.,

if Ψu(w) = 0, for |w| ≥ wo

E{xp} = E{(u+ n)p} (p = 1, 2, 3...)
(2.5)

This implies that the quantizer in a system can be replaced by an additive independent

noise source for the purpose of moment calculation when Eq. 2.5 is satisfied.

The distribution of the quantization error, PVq = Px−u, can be derived by referring

to Figure 2.6 again. The probability for the ADC to have a particular quantization

error, ε, is the sum of the probabilities for the input to be ε away from each output

level. In other words, the PDF of the quantization error can be constructed by

chopping the input PDF into multiple strips whose width is ∆, and stacking and

adding them as illustrated in Figure 2.9. i.e.,

PVq(v) =

(
Pu(v) ∗

∞∑
n=−∞

δ(v + n∆)

)
rect(

v

∆
) (2.6)

V

PDF

V

PDF

Δ/2-Δ/2

PqPq

Δ/2-Δ/2

PqPuPuPu
V

PDF

Δ/2-Δ/2

PqPu

Figure 2.9: Construction of the PDF of quantization error from the input PDF.
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where rect(x) is a rectangular function which has a value of unity over the range

|x| ≤ 1/2 and zero elsewhere. It can be seen that, intuitively, the quantization error

converges to a uniform distribution if the input PDF is smooth and flat enough within

the quantization intervals or, equivalently, ∆ is small enough compared to the slope

of the input PDF. To get an analytical expression, the CF of the quantization error

can be calculated from 2.6.

ΨVq(w) =

(
Ψu(w)

∞∑
k=−∞

δ(w − kwo)

)
∗ sinc(

w

wo
)

=
∞∑

k=−∞

Ψn(kwo) sinc(
w

wo
− k)

(2.7)

The PDF of the quantization error can be obtained by taking an inverse Fourier

transform of Eq. 2.7.

PVq(v) = F−1{ΨVq(w)} =

 1
∆

+ 1
∆

∑
k 6=0 Ψu(kwo)e

−jkwov |v| < ∆/2

0 otherwise
(2.8)

That is, the PDF of the quantization error has a flat top with additional ripples de-

pending on the CF of the input. Note that satisfying the CF’s band limit criterion of

Eq. 2.5 also eliminates all the ripple terms and guarantees the uniform distribution of

the quantization error. Proving the band-limitness for an arbitrary input distribution

is not straightforward.

So far, we assumed the ADC to have uniform quantization steps. Unfortunately,

however, most real-world ADCs have non-uniform size of steps mainly due to inherent

device mismatch. This makes the transfer characteristic of the ADC non-linear and

distorts the signal. Figure 2.10 shows two common definitions of the ADC’s static

non-linearity. Differential non-linearity (DNL) is defined as the deviation of the step

size from its ideal size for each quantization interval. Integrated non-linearity (INL) is
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Figure 2.10: Definition of DNL and INL.

a measure of how much the transfer function of the ADC deviated from a straight line.

Both non-linearities are measured in LSBs. The impact of this non-uniform step size

on the PDF of the quantization error is obvious. The stack and add operation of Eq.

2.6 should be performed with different sizes of quantization intervals corresponding

to the non-uniform steps. Since the source of the DNL/INL strongly depends on the

detailed circuit implementation, it is challenging to get a closed-form expression of

the PDF of the quantization error (Vq) for a general non-linearity.

These non-linearities also affect the spectral characteristics of the ADC. Figure

2.11 shows the magnitude of the output FFT of an 8-bit ADC with odd-order non-

linearity. The INL generates extra spurious tones at integer multiples of the funda-

mental input frequency. The contribution of the DNL increases the noise floor and

is usually indistinguishable from the quantization/thermal noise. Signal-to-noise and

distortion ratio (SNDR) is defined as the power ratio between the fundamental signal

(at fo) and all the other signals.

SNDR =
X2(fo)∑
f 6=fo X

2(f)

where X(f) is the Fourier transform of xk, the output of the ADC. One effective way
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Figure 2.11: DNL/INL and 65,536-point FFT of an 8-bit ADC for a 31.4MHz sinu-
soidal input.

to represent the performance degradation caused by the impairments of the ADC

is to consider it as an ideal ADC with lower “effective” resolution. If the SNDR is

equated to the SNR of an ideal ADC with Neff bit of resolution for a sine wave whose

magnitude is A, the signal power would be A2/2, and the quantization noise power

is (∆/
√

12)2. If we assume that the input sine wave sweeps the FSR of the ADC,

2A = FSR = 2Neff ∆, ∆ = 2A/2Neff , i.e.,

SNDR = SNReff =
A2/2

(2A/2
Neff
√

12
)2

=
3

2
22Neff

Neff =
1

2
log2(

2

3
SNDR) =

SNDR(dB)− 1.76(dB)

6.02(dB)

The effective number of bits (ENOB), Neff , is a compact and powerful metric that can

measure the overall performance of an arbitrary ADC and is one of the most widely

used metrics in the mixed-signal design field. However, it only contains information

about the aggregated power of all impairments, and does not tell anything about the

distribution of the errors, or relationship among them, which are very important in

the context of the high-speed serial links. Therefore, a link designer should carefully
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consider the validity or limitation of using ENOB for a given application.

The other dimension of ADC-induced error consists of time-interleaving errors.

Time-interleaving is a widely-used technique to create a high-speed ADC using many

slower ADCs. This design uses M ADC slices, where each slice operates at a different

phase of the sampling clocks. The sampling clocks are M times slower than the target

sampling rate. Ideally, the characteristics of the sub-ADC channels should be identical

and the phase shift between sampling clocks should be exactly 1/M of the sampling

clock, which is the desired sampling rate. However, in reality, there exist mismatches

among the channels, such as offset, gain, and timing skew in clock distribution, as

shown in Figure 2.12(a)(b). These mismatches add deterministic errors to the system
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Figure 2.12: (a) Inter-channel mismatches in a time-interleaved ADC. (b) Sampling
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and may significantly degrade the performance of a time-interleaved ADC. Figure

2.12(c)(d) shows the impact of the mismatches on the spectral performance of a

4-channel ADC [18]. The offset mismatch is uncorrelated to the input frequency

(fIN) and causes spurious tones at integer multiples of the interleaved clock frequency

(fS/M).

f (offset)
spur = k × fS

M
, k = 1, 2, ...,M

The effects of gain mismatch and clock phase skew depend on the input frequency

and cause spurious tones at integer multiples of the interleaved clock frequency away

from the input frequency.

f (gain,skew)
spur = k × fS

M
± fIN , k = 1, 2, ...,M

These mismatch-induced error sources in a time-interleaved ADC are hard to be

merged into a single closed form variable, Vq in Figure 2.2. Fortunately, for most

modern high-speed link applications, the input signal is constrained, so as long as the

offset, gain, and timing mismatches are small enough, the inter-channel mismatches in

the time-interleaved ADC are usually calibrated after quantization using DSP, based

on long-term averaging [10][19] or per-channel FFE [20][21].

2.2.4 Jitter (εTX , εRX)

Jitter refers to the timing uncertainty of a periodic event, usually rising and/or

falling edges of a clock signal. There exist several different definitions of jitter depend-

ing upon its application and property of interest [22]. In the context of high-speed

serial links, jitter is typically considered as a zero-mean random variable whose mag-

nitude is defined as the absolute deviation of clock edges from their ideal positions

(a.k.a. absolute jitter). The TX clock jitter, εTX , and the RX clock jitter, εRX ,

are mutually correlated by the CDR, up to the CDR loop bandwidth, although they

originate from different sources.1 Each jitter source is correlated with itself as well

1The link is assumed as a plesiochronous system [23] in this dissertation.
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(i.e., its frequency spectrum isn’t white) since it is usually colored by a feedback

clock generator such as phase-locked loop (PLL). The jitter sources contain both

unbounded random component (RJ) and bounded deterministic component (DJ) de-

pending on the clock generation and distribution scheme. The “Dual-Dirac” is a

widespread method [24] to approximately model the distribution of the jitter sources

by summing two identical Gaussian PFDs with different means, where the difference

between the two means captures DJ, and the standard deviation of the individual

Gaussian PDFs represents RJ.
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Figure 2.13: Effect of RX jitter on (a) eye width (EW) and (b) output of an ADC,
using a dual-Diral jitter model.

The effect of RX jitter on link performance is straightforward. It degrades the

timing margin of the sampled eye (EW) by dithering the optimal sampling position

determined by the CDR, as shown in Figure 2.13(a). Figure 2.13(b) illustrates the RX

jitter-induced voltage error when an ideal ADC is assumed to clearly see the effect. If

the input voltage waveform of an ADC is smooth (differentiable) and εRX � 1/fmax,

where fmax is the maximum frequency component of the input, the voltage error in

the sampled output is:

V jit
err(kT ) ' u′(kT )εRX(kT )
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For an arbitrary input signal, timing jitter affects the signal-to-noise ratio (SNR) of

the ADC, which can be derived as [25],

SNRjit = 10 log

(
σ2
u

−r′′u(0)σ2
εRX

)
(2.9)

where σ2
u and σ2

εRX are the power of the input signal and the sampling jitter re-

spectively, and r′′u(x) denotes the second derivative of the autocorrelation function of

the input. It can be seen that a slowly varying signal is less affected by sampling

jitter, since it has a somewhat flat autocorrelation near zero. Note that Eq. 2.9 is

reduced to the famous form of 20 log(1/2πfuσεRX ) when the input is a single tone,

u(t) = Asin(2πfut). The effect of sampling jitter on an ADC’s output may be neg-

ligible when the eye is opened enough and the ADC samples its input near the flat

region of the eye, as shown in this example. However, since the ADC generally sam-

ples an unequalized input, the sampling jitter-induced voltage noise does affect a

system’s performance margin. Again, the metric derived in Eq. 2.9 may not be accu-

rate enough to estimate the BER of a link, since SNR does not take the distribution

of the jitter into account, but only includes its total power.

The effect of TX jitter is more complicated than that of RX jitter since it interacts

with the channel. While the low-frequency component of TX jitter can be regarded

as equivalent to RX jitter, the high-frequency component of TX jitter is hard to

analyze with the LTI system assumption, since the energy of the transmitted pulse is

modulated by jitter [26][27]. The impact of TX jitter on link performance is becoming

more significant as data rates increase. Without rigorous modeling and analysis of

jitter, a system will not work properly or is prone to be over-designed. We will address

practical solutions for incorporating jitter in Section 2.3.

2.2.5 Impact of FFE

If a passive channel is assumed to be a linear time-invariant (LTI) system, it is

fully characterized by its impulse response. The received signal at the output of

the channel, u(t), for a transmitted bit sequence, dk, can be constructed by a linear
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combination of shifted single bit responses of the channel, p(t), which is a convolution

between the impulse response and transmitted waveform corresponding to a single

pulse, i.e.,

u(t) =
∑
k

dkp(t− kT )

where k is the index of the transmitted symbols and T is the symbol duration. In

the absence of random noise and jitter, the received signal sampled by the RX, um,

is just u(t) evaluated at mT + α, where α represents the phase shift between TX

and RX clocks. This means that we can represent p(t) by pm = p(mT + α). When

undistorted bits were supposed to arrive the largest component of pm is called “main

cursor,” and non-zero entries of pm before and after the main cursor are called “pre

cursor” and “post cursor,” respectively, as shown in Figure 2.14 (a). um is determined

by the transmitted bit sequence and the cursors of pm.

um =

Npst∑
k=−Npre

dkpm−k

where Npre and Npst are the number of the pre- and post-cursors, respectively.

In our design, the FFE is a linear digital filter with a finite number of taps, whose

output, yk, is a weighted sum of the quantized samples from the ADC, xk(= uk +Vq),

as shown in Figure 2.2.

yk =
∑
i

C(i)xk−i

The weighting factors, or coefficients, of the FFE, C(i), are set appropriately so that

they can eliminate the channel-induced deterministic error (ISI) in the quantized

samples. The optimal coefficients of the FFE are determined using adaptive feedback,

as shown in Figure 2.2, since the channel characteristics are not generally stationary.2

2Channel characteristics can be varied by external variables such as temperature, physical force
applied to a PCB (or cables), and aging.



CHAPTER 2. BACKGROUND ON ADC-BASED LINKS 26

p(t)

α T

V

t

post cursorcursorcursor

(a)

mainpre

p1

p2

p3
p4 p5 p6

f

Hch(f)

f

Hch(f)

f

Hch(f)

ADC

f

Heq(f)

f

Heq(f)
noise 

amplification
noise 

channelchannel

(b)

Heq(f) ≈ Hch  (f) 
-1

Heq(f) ≈ Hch  (f) 
-1

f

Hch(f)

ADC

f

Heq(f)
noise 

amplification
noise 

channel

(b)

Heq(f) ≈ Hch  (f) 
-1

p0

p-1

Figure 2.14: (a) Single bit response and cursor of a channel. (b) Zero forcing equalizer
and noise amplification.

If one ignored noise in the system, the optimal coefficients would be a filter that

performs an inverse function of the channel response, resulting in a flat frequency

response overall. This approach is called “zero-forcing” [28]. The zero forcing FFE

minimizes the contribution of the ISI, however, at the same time, magnifies high

frequency noise in the signal as shown in Figure 2.14 (b).

To limit the noise amplification, most link designs use minimum mean square error

(MMSE) for FFE adaptation [28]. The coefficients of the FFE are set so that the

average power of the error, E{ek}, is minimized, where the error is defined as the

difference between the equalized signal and the desired level of the signal, i.e.,

ek = yk − dLev =

 Npst∑
i=−Npre

C(i)xk−i

− dLev (2.10)

where dLev denotes the desired level of the received signal shown in Figure 2.1, k

is the time index, and i is the tap index. Since both the residual ISI and the noise

contribute to the error are minimized, MMSE will leave some residual ISI if removing

it causes a larger noise to be introduced. The optimal coefficients under the MMSE
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criteria are obtained through a gradient descent algorithm,

C
(i)
k+1 = C

(i)
k − µ

∂E{e2
k}

∂C
(i)
k

⇒ C
(i)
k − µ

∂e2
k

∂C
(i)
k

(i = −Npre, ..., Npst) (2.11)

Since the expectation of e2
k in Eq. 2.11 is not practical to get in real-world applications,

it is usually approximated by its instantaneous value, often called as least mean square

(LMS) [29] or stochastic gradient descent. By plugging Eq. 2.10 into 2.11,

C
(i)
k+1 = C

(i)
k − 2µekxk−i (i = −Npre, ..., Npst)

Accurately estimating the final error distribution/spectrum at the input of the

slicer including the impact of the FFE is not straightforward. Figure 2.15 shows

an example of a simple case where the input of the FFE, xk, does not contain any

errors except the quantization error. The output of the FFE, yk, is a weighted sum of

NFFE (= Npre + Npst + 1) random variables, {x(j)
k |j = 1, 2, ..., NFFE}, each of which

is a j-sample delayed version of the xk, where j denotes the position of the taps.
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Figure 2.15: PDF modulation by FFE when the input signal only contains quantiza-
tion error.
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Once the PDF of the xk is known, and the spectrum of it is white (uncorrelated),

the error distribution of the yk can be found by a weighted convolution of the PDF

of xk. Unfortunately, however, identifying the accurate PDF of the xk, including

the contributions of all the error sources mentioned in the previous sections, is a

challenging task. Moreover, the overall PDF of the yk is no longer a simple weighted

convolution of the xk, since the xk are correlated due to jitter. Note that, in ADC-

based links, not only the TX jitter but also the RX jitter cannot be decoupled from

other voltage domain errors, which is not the case in conventional mixed-signal links.

In other words, in mixed-signal links, the error distribution at the input of the sampler

determines the BER of the link, since the sampler samples the signal, and at the same

time, slices the signal. Therefore, the error distribution at a given sampling phase

has nothing to do with the sampling jitter, i.e.,

Py(x) = Py|εRX (x|ε), PεRX (ε)

However, in ADC-based links, the FFE located between the sampler (ADC) and the

slicer couples the sampling jitter to the error distribution, making the analysis even

more challenging. Accurate modeling of the impact of the FFE is usually done by a

transient simulation, as we will discuss in Section 2.3.2.

2.2.6 Other Error Sources

Multi-lane serial links typically suffer from density constraints which cause signif-

icant inter-channel interference (ICI), also known as crosstalk between channels. It

has been neglected in traditional links, since ISI usually predominates over ICI. How-

ever, the impact of the ICI, especially near-end cross talk (NEXT), is getting more

critical, since the magnitude of the victim signal at the input of the RX is severely

attenuated as the data rate increases.

Typical differential signaling with current-mode TX drivers can be well approx-

imated by an LTI system. However, voltage-mode TX drivers with low swing for

lower power consumption [30] may suffer from non-linearity; this can be a critical

error source, especially for multi-modal signaling, such as PAM4.
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Simultaneous switching output (SSO) noise, which is typically negligible in differ-

ential signaling, is one of the major bottlenecks in designing high-speed single-ended

signaling systems such as GDDR5 [31]. Predicting system performance degradation

due to the SSO noise requires accurate models for power distribution network (PDN).

Although these error sources may have considerable contribution depending on the

application they are neglected or assumed to be suppressed by a properly designed

system, in order to focus on the goal of this dissertation.

2.3 BER Estimation Frameworks

Creating noise and jitter specifications for various sub-components of a link is

critical to achieving a target BER. Improperly budgeted link designs may overly

stress one particular sub-component, lowing the overall system yield or increasing

power dissipation. In the design phase, link systems may rely on a full-wave time-

domain simulation involving a long sequence of random data. However, this “bit-

by-bit” transient simulation is impractical for system performance prediction since

the simulation time required to validate the worst case eye is prohibitively long. For

example, for a link with an expected BER of 10−12, the input data sequence should

be at least one trillion bits long, and preferably many times longer, in order to get

a reasonable statistical measure. Unfortunately, worst case analysis methodologies,

such as peak distortion analysis [32] and peak jitter analysis [33], usually result in

severe overdesign. For these reasons, today’s link simulation tools employ either

statistical eye generation or limited transient simulation with curve extrapolation.

These two BER estimation frameworks are briefly introduced next.

2.3.1 Statistical Eye Estimation

Given that the transmitted bits are equally probable and independent to one

another (i.i.d.), the PFD of residual ISI can be calculated by performing convolution

of all individual residual ISI’s PDF contributed by each bit. Cursors of an equalized

pulse response with the linear equalization (FFE), presn , are modeled by convolving
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the equivalent equalizers’ impulse responses with the channel pulse response. The

probability mass functions (PMFs) of each bit weighted by the residual ISI will be

two delta functions at 50% probability but positioned at ±presn .

PISIres(v) = P
(−Npre)
bit ∗ P (−Npre+1)

bit ∗ · · · ∗ P (Npst−1)
bit ∗ P (Npst)

bit

P
(n)
bit (v) =

1

2
(δ(v − presn ) + δ(v + presn ))

(2.12)

where v denotes a random variable in voltage domain. Once a PDF of this bounded

and deterministic component of error source (ISI) is obtained, the effect of random

voltage error sources, such as thermal noise and quantization error, are included by

convolving their PDFs with the PDF of ISI. Since the sampled single bit response,

pm is a function of the sampling phase (α), a family of PDFs is obtained when the

sampling phase is swept over the range of 1UI and a statistical eye can be created

from the PFD contour.

Incorporating the effect of jitter into this framework is not straightforward, unlike

the case of the voltage-domain error sources. For instance, performance degradation

caused by TX jitter is more severe than that caused by RX jitter due to jitter coloring

by the passive channel as discussed in the previous section. Furthermore, certain

jitter components could interact in the system, so it is inaccurate to treat them as

independent variables. The majority of implementations of statistical link simulators

assume a white Gaussian jitter and ignore the effect of TX jitter [34][35], or treat it

like RX jitter [36], both of which are problematic approaches as data rates continue

to scale higher.

The statistical simulation technique described in [26][27], called LinkLab, resolves

many of these issues. The channel is modeled with its step response to incorporate

pulse energy modulation effect by the high frequency component of the TX jitter as
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shown in Eq. 2.13.

u(t) =
∑
k

(dk − dk−1)sres(t− εTXk − kT )

um =

Npst∑
k=−Npre

(dk − dk−1)sres(εRXm − εTXk + (m− k)T )

≈

 Npst∑
k=−Npre

dkp
res
m−k

+ nTX + nRX

(2.13)

where sres(t) is the equalized residual step response of the channel. The jitters are

mapped into equivalent voltage noise (EVN), nTX and nRX , using first order Taylor

expansion. The channel coloring effect is captured by calculating the power spec-

tral density of the EVNs with their autocorrelation matrix. However, this approach

still relies on the assumption of Gaussian PFD of the jitters to estimate the overall

distribution of error.

The statistical eye framework is one of the most popular ways to predict the BER

performance of a link system without the need for long transient simulation. It may

allow us a quick estimation of the link performance in the design exploration stage,

but it is usually hard to get accurate results, unless we completely model the error

sources and their complex interactions in the system. More importantly, although

the framework is relatively mature for conventional mixed-signal links, it is tricky

to be directly applied to the ADC-based links. The noise transfer of the FFE and

the transient behavior of the interaction between the FFE adaptation loop and the

CDR loop is challenging to be included in the framework. Thus, an alternative BER

estimation framework is introduced in the next section.

2.3.2 Limited Transient Simulation with Curve Extrapola-

tion

The BER for a given sampling phase is measured through a transient simulation

by direct comparison between the transmitted bit from the TX and the sliced bit
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by the RX only for a limited number of bits [37]. The test bench usually contains

functional models of the channel and analog blocks to run the transient simulation.

A BER bathtub curve, generated by sweeping the sampling phase, is extrapolated

down to predict the low error probability realm. The Q-function is widely used to

map a Gaussian function to a linear function which is defined as [24],

Q(x) =
√

2 erf−1(1− BER(x))

where erf(x) is an error function defined as 2/
√
π
∫ x

0
e−t

2
dt. The raw bathtub curve

obtained by the limited transient simulation is linearly extrapolated in the Q-function

domain and an inverse Q-function is applied to get a final bathtub curve as shown in

Figure 2.16.

This framework is based on two underlying assumptions. The first is that, al-

though the overall error distribution at the input of the slicer somewhat is complex,

the extreme far-end unbounded portion of it eventually converges to a Gaussian tail

no matter what the distribution of the individual errors and their interactions are.

The second is that the total number of samples to be simulated should be long enough

to capture all bounded portions of the errors. This assumption is often jeopardized

when the pulse response has a long tail, which is mainly caused by signal reflection

due to a poorly matched termination.

Figure 2.16: Curve extrapolation based on a raw results from the limited transient
simulation.
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The biggest advantage of transient simulation is that the accurate effect of the

error sources with any spectral characteristic and PDF can be captured, including

their complex interactions in the system. The effect of the FFE’s noise amplification

and the interaction between the coefficient adaptation loop and the CDR can be

included in the framework as well. Moreover, especially for the case of synthesizable

links, as claimed in this dissertation, the SystemVerilog description of the design used

for synthesis and PnR can be directly reused in this BER estimation test bench.

2.4 Design Targets

To prove the feasibility of the proposed Open-Source PHY architecture, a 20

Gbps, differential NRZ, plesiochronous [23][38] receiver is designed and tested in this

dissertation. PCIe Gen4 standard [3], which supports up to 16 Gbps of data rate with

10−12 of BER, is referred as a benchmark to determine the target specification of the

proposed clock generator. The PCIe Gen4 defines maximum total jitter (TJ) of TX

clock as 12.5ps (0.2UI), and accordingly, target RJ and DJ of the clock generator

are set to 0.4ps-rms and 4ps-pkpk, respectively.3

The output phase of the PI should be monotonic with respect to its control input

to ensure a stable convergence of the phase tracking loop. The step size of the

PI should be designed small enough so that it can minimize the skew among the

time-interleaved sampling clocks of the ADC. The target maximum step size of the

proposed PI is determined as 1ps based on an assumption that a per-channel FFE

scheme (Appendix A) is employed at the back-end.

Given the jitter specification and the maximum phase step size of the PI, the

target resolution of the ADC is determined via a limited transient simulation with

curve extrapolation. 20M samples of pseudo random bits are transmitted through a

channel with -26dB loss at Nyquist frequency and the BER of the link is calculated by

MATLAB. The TX is assumed to be a rail-to-rail voltage-mode driver without FFE,

and is also assumed to be terminated by 50Ω resistance. Figure 2.17(a) shows the

3For 10−12 of target BER, the peak to peak value of a Gaussian jitter is roughly 14 times larger
than its rms. i.e., TJtarget = 14RJrms + DJpkpk ∼ 10ps (0.2UI)
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Figure 2.17: (a) Sampled single-bit response and step response of the channel used
in the BER estimation and (b) PDF and spectrum of the transient jitter sequence
added to the transient simulation.

Figure 2.18: The sign-sign LMS adaptation. Transient behavior of (a) the desired
signal level (dLev) and corresponding error, (b) the coefficients.

single bit response and the step response of the channel used in the simulation. The

transient sequences of the TX and RX jitter are generated as shown in Figure 2.17(b).

They are modeled as a dual-Dirac distribution colored by a first order low pass filter

with 50MHz of bandwidth with 3ps of DJ and 0.5ps of RJ. The step response of
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Figure 2.19: Sample distribution (a) before FFE and (b) after FFE.

Figure 2.20: BER estimation results with respected to ADC resolution.

the channel is 50x oversampled and linearly interpolated to calculate the unequalized

input samples of the ADC with incorporating the effect of both TX and RX jitter.

The thermal noise added to the samples is assumed to be 1.5mV-rms according to
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the SPICE simulation results of the RX front-end, which will be discussed in Section

3.3. The number of taps of the FFE was set to be 11 and sign-sign LMS adaptation

was used.

Figure 2.18 shows the transient behavior of the dLev, error, and coefficients of the

FFE, and Figure 2.19 shows the distribution of samples before (xk) and after (yk) the

FFE.

The BER bathtub curves with respect to the ADC resolutions are shown in Figure

2.20. The ENOB target of the proposed ADC is determined as 5-6 bits, which allows

0.1-0.2 UI of EW, based on an assumption that the INL of the ADC will be calibrated

by the post mapping with a lookup table (Section 7.1).

2.5 Summary

We introduced background on ADC-based high-speed serial links, and analyzed

characteristics of error sources that affect link performance. Based on that analy-

sis, design specifications for the proposed synthesizable AMS building blocks for the

open-source PHY, namely the ADC, PI, and clock generator, were determined using

the limited-time transient BER extrapolation method. Table 2.1 shows summarized

specification of the AMS blocks proposed in this dissertation. In the next chapters,

we will walk through the design and operating principles of each building block.

Table 2.1: Target specification of the proposed AMS blocks.



Chapter 3

Synthesizable Analog-to-Digital

Converter

One of the biggest challenges in ADC-based links is to design a high-speed ADC.

Since the requirements for the ADC have already been described in Section 2.4, we

focus on the ADC design itself. The most popular architecture of the ADC, which

is proven in commercial link products, is Flash or Successive Approximation Reg-

ister (SAR). However, these are not necessarily the best choice for our synthesiz-

able/portable design target. We have thought about what is the simplest possible

architecture that gives us reasonably good performance and, at the same time, is

easy to design using a conventional digital synthesis/PnR flow; our answer is a single

slope ADC. The single slope ADC can be considered as a two-step data conversion: a

voltage-to-time converter (V2T) converts an input voltage to a time delay first, and

then the generated time delay is quantized by a following time-to-digital converter

(TDC). It has been traditionally considered suitable for low speed applications, such

as imagers [39], since it takes an order of 2Nbit steps to perform an Nbit time-to-digital

conversion. There were several researches that tried to boost the conversion rate up

to GHz range, however, they tended to require high-precision circuitry, such as fine-

grained multi-phase clock generators [40][41][42][43] and high resolution TDCs [44],

which are difficult to implement by the automated digital design flow. To resolve this

issue, we adopt a stochastic TDC [45] as the timing quantizer of the proposed ADC. It

37
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can achieve high enough timing resolution without using any precision circuitry, even

in high mismatch environments, such as an automatic PnR, at a cost of additional

hardware redundancy.

In this chapter, we first review the conventional ADC architectures and point out

what difficulties are likely to arise, in the context of high-speed links, as we attempt

to push the architectures into synthesizable/portable design. Next, we introduce the

proposed ADC architecture with its implementation and operating principles. Finally,

we discuss time-interleaving of the ADCs along with its potential issues and solution.

3.1 Prior Art

This section reviews ADC architectures that have been reported in the literature

and discusses their pros and cons. First, conventional topologies and their operating

principles are briefly reviewed. We then look at a new paradigm leveraging the

stochastic nature of devices to tackle problems in conventional architectures. Finally,

given our portability goal, we end by reviewing several recent efforts to achieve a

synthesizable/portable implementation.

3.1.1 Conventional ADCs

ADCs can be classified into two major categories: Nyquist-rate ADCs and over-

sampling ADCs. The latter, mainly sigma-delta, run at a sampling speed much higher

than the required frequency band to shape noise out of the frequency band of interest.

They are widely used for audio systems or high precision measurement, which usually

require high-resolution and low bandwidth, but hardly used for the high-speed serial

link application and hence, are not covered in this section. The Nyquist-rate ADCs

sample the input signal at the same rate as digitized values are generated. The major

Nyquist-rate ADC topologies are flash, SAR, and pipelined, which are outlined below.
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Flash

The architecture of a flash ADC is sketched in Figure 3.1. The input voltage is di-

rectly compared with reference voltages by a number of comparators. The reference

voltages for each comparator are generated by a resistive ladder. All comparators

with a reference voltage lower than the input voltage will trigger high and vice versa

which will eventually generate a thermometer-coded representation of the input. Fi-

nally, digital logic following the comparators converts the thermometer code into a

binary output.

The biggest advantage of the flash architecture is its high conversion rate and low

latency. The maximum conversion rate is limited by the speed of the digital logic and

the regeneration delay of the comparator. The high conversion rate requires fewer

interleaving channels to achieve multi-GHz sampling rate and the low latency enables

a high bandwidth in a closed loop design. However, it tends to be power inefficient

logic

VIN

DOUTlogic

VIN

DOUT

VREF

VIN

1
1
1
1

1
0
0

0
0

0
0

011001
compOUT DOUT

VREF

VIN

1
1
1
1

1
0
0

0
0

0
0

011001
compOUT DOUT

Figure 3.1: Conventional flash ADCS.
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for high resolution, since the required hardware grows exponentially with the reso-

lution. The majority of reported flash ADCs have a resolution less than 6bit. The

flash ADCs have regained some interest due to the imminent shift from 2-level to

4-level pulse-amplitude modulation (PAM) signaling in high-speed data links. The

time-interleaved flash design of [46] operates at 20 GS/s while maintaining outstand-

ing power efficiency. Key to maintaining high efficiency in flash ADCs is to identify

a proper offset calibration/mitigation scheme and to minimize the circuit complexity

as much as possible. The design of [47] introduced a technique that generates extra

decision levels using dynamic interpolation at the comparators’ regenerative nodes.

Instead of designing flash ADCs with near perfect thresholds, [48] proposes to adap-

tively control the decision levels to minimize the system’s bit error rate, which is the

ultimate specification of interest.

SAR

A SAR ADC converts one bit at a time by executing a binary search, starting with

the most significant bit (MSB) and ending with the least significant bit (LSB). Figure

3.2 shows a conceptual schematic of a basic SAR ADC. It consists of track and hold

(T/H), a voltage comparator, a digital-to-analog converter (DAC), and digital logic.

It essentially forces the difference between inputs of the comparator to zero via a suc-

cessive approximation. At the start of the conversion, the input voltage is sampled
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Figure 3.2: Conventional SAR ADC.
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and the comparator makes its first decision, which represents the MSB. Based on the

outcome of this decision, the DAC moves up or down the comparator’s input for the

next decision. This process repeats with progressively smaller steps (according to the

binary weights) until all bits are resolved. The DAC, in conjunction with the T/H,

is usually implemented by switching a capacitive array (CDAC). A classical N bit

SAR ADC is approximately N times slower than the flash ADC due to its sequential

operation, but only takes N comparator decisions to determine the output, compared

to 2N − 1 for the flash ADC, resulting in higher energy efficiency. It can be designed

to operate in a fully dynamic manner, which means that it does not consume static

currents that would be required to operate opamps. Moreover, the unit capacitor

of the CDAC, usually implemented by metal fringing capacitance, can be made as

small as 100 aF (to save area and switching energy), and this still yields very ac-

curate weighting in mass production in modern technology. The main application

drivers in the past were in telephony and relatively low-speed instrumentation and

measurement. By 2000, this situation had not changed significantly, and a number of

alternative ADC topologies emerged to address high-end audio requirements (over-

sampling ADCs) as well as video and high-speed communication throughputs (folding

and pipelined ADCs). After a significant rise in R&D activities on SAR ADCs over

the past 20 years, this building block now stands as an attractive solution for a much

wider performance range than ever anticipated.

The SAR ADCs discussed in the literature in recent years show great versatility

and range from ultra low-power to ultra high-speed designs (using time interleaving).

To see this, contrast the 10-bit 200 kS/s converter of [49] to the 10-bit 2.6 GS/s

time-interleaved SAR ADCs that can digitize the entire cable TV spectrum [50], and

finally to the 8-bit 90 GS/s part of [51]; All use very similar circuitry in their converter

core.
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Pipeline

A pipelined ADC consists of a number of equal or similar stages, one of which is

shown in Figure 3.3. Each pipeline stage contains a DAC, a sample and hold (S/H), a

summing node, and a residue amplifier (denoted by A). The input voltage is compared

against the mid-point voltage and the residue is formed by subtracting the mid-point

voltage if the input is in the lower half. The residue is amplified and sampled onto

the next stage. Since all stages run concurrently, the pipelined ADC produces a

new output in each clock cycle, trading latency for speed. The construction of these

blocks typically involves an opamp or a similar circuit that is relatively slow and does

not benefit as much from technology scaling as the components used in the flash or

SAR architecture. Therefore, even though the pipelined ADC needs only one clock

cycle per conversion, that clock cycle is longer than the cycle in a flash ADC or

the sub-cycles in a SAR ADC. Over time, and with aggressive technology scaling,

this disadvantage has grown in significance and it is getting harder to find examples

in modern high-speed serial links. In applications which require high resolution-

bandwidth product, such as wireless receivers, the pipelined ADC is still compelling

option [52].
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Figure 3.3: Conventional pipelined ADCs.
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3.1.2 Stochastic ADCs

While digital circuits benefit from CMOS device scaling in terms of speed and

power consumption, due to decreased parasitic capacitance and supply voltage, analog

circuits suffer from higher process variability. This usually requires the analog circuits

to consume a large silicon area and high power in order to reduce device mismatch

[53], or use digital calibration techniques at a cost of design complexity [46] [47] [51]

[52]. An alternative approach is to leverage the inherent randomness of the process

rather than trying to compensate for it. This approach stochastically quantizes an

input voltage.

The stochastic ADC is a way of implementing an ADC rather than a fixed ar-

chitecture of ADC. Figure 3.4 shows an example of a flash ADC using stochastic

quantization [54]. In a classic flash ADC, the reference voltages are set precisely, usu-

ally by a resistor string, such that threshold of each comparator is uniformly spaced

by one LSB. In the real world, however, there are random offsets in each comparator

and in the reference generation network. In a stochastic flash ADC, on the other

hand, the threshold is not precisely set by design, but rather left to be random. The
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Figure 3.4: A stochastic flash ADC.
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offset of the comparator can be approximated as a static random variable following

a Gaussian probability density with a mean of zero and a variance inversely propor-

tional to its device size. Although outputs of the comparators are not expected to

have any order (unlike the thermometer code), the total number of comparators that

trigger high is still monotonic with the input. An adder tree sums up all ones from

comparators and produces the final binary output of the ADC. The total number

of comparators should be large enough such that the transfer function of the ADC

resembles the cumulative density function (CDF) of the random offset to the desired

degree. Hence, to achieve N bit effective resolution, the stochastic flash ADC usually

requires redundant comparators much more than 2N -1.

One of the most critical drawbacks of the stochastic flash ADC is that its transfer

characteristic is nonlinear due to the Gaussian distribution of the random offset. In

other words, its linear input range is determined by the standard deviation of the off-

set distribution. This range might not be large enough even though minimum-sized

comparators are used. In addition, the large number of comparators may easily cause

bandwidth issues due to excessive input capacitance. 63 comparators are used in [54]
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to achieve 3.7 bits of ENOB at 1.5GS/s with only 50mV of input range, and 1,152

comparators which were chosen out of 7,680 after fabrication in [55] to achieve around

5 bits of ENOB for 18MS/s with 140mV of input rage. To improve the input range of

stochastic ADCs, comparators can be separated into a few sub-groups, each of which

has a different deterministic offset value, ∆V , as shown in Figure 3.5(a) [56][57][58].

Since the distribution of offset in each sub-group has the same variance but different

means, the overall distribution can be close to uniform, at least near the center, as

long as the ∆V is well set. Another approach, which was used in [59], employed

a digital post processing to linearize the transfer characteristic via a look-up table

based inverse Gaussian as shown in Figure 3.5(b). These approaches may enable the

stochastic ADC to have a somewhat wider linear input range for the given number of

comparators, however it is still not power efficient enough, especially for high-speed

link applications.

Concept of the stochastic data conversion can be applied to time domain quantiza-

tion as well. A time domain comparator (COMPT ) is implemented by a latch-based

arbiter, or simply a flip-flop, and a number of COMPT s are connected to inputs as
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Figure 3.6: Conventional implementation of stochastic TDC.
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shown in Figure 3.6(a)[60]. The time difference between the inputs, ∆tIN , is stochasti-

cally quantized by inherent random offset mismatch among the COMPT s, tOFF , that

follows a Gaussian PDF. 127 COMPT s are divided into three groups and each group

has a different mean of the offset so that the overall linear input range is increased in

[60] to achieve 7-bit resolution for 80MS/s with 20mW of power consumption.

The number of the Gaussian PFD groups can be maximized by adding a delay

line and redundant COMPT s as shown in Figure 3.6(b). The random offset mismatch

among the COMPT s sets the standard deviation of PDF of tOFF and unit delay of the

delay line determines the separation of each PDF group. Ito claimed this architecture

in [61] but no silicon results are reported.

Drawbacks of these approaches are that the performance of the quantization

strongly depends not only on the PVT variation but also on the target sampling

rate. Effective resolution of the quantizer is degraded as the unit delay of the delay

cell increases, or FSR decreases (due to higher data rate). These are critical hurdles

for achieving the synthesizable/portable implementation of data converter. We will

discuss a timing quantizer, that is immune to both the PVT variation and the data

rate scaling, using stochastic modulo phase wrapping in Section 3.6.

3.1.3 Synthesizable ADCs

Recently, several attempts to design an ADC using only standard digital gates

dedicated to synthesizable/portable implementations have been reported. A pseudo-

differential StrongARM latched comparator, which is the most commonly used type of

comparator in high-speed ADCs, can be implemented using two cross-coupled NAND

gates as shown in Figure 3.7.

Although this is synthesizable, it is generally hard to use it in conventional ADCs,

since the design space of device sizing is too narrow. Besides, the input common mode

range has to be limited to make sure that the PMOS transistors connected to inputs

are weak enough. However, it can be a very nice fit for stochastic ADCs, because the

minimum-sized comparators should be used to maximize the spread of random offset,

and the linear input range is narrow. The NAND-based comparator is applied to a
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Figure 3.7: A latched comparator based on logic gates (NAND).

stochastic flash ADC in [57] and [62]. They achieved 5.2 bits of ENOB for 320MS/s

with 400mV of input range and 5.7 bits of ENOB for 210MS/s with 140mV of input

range respectively.

A SAR ADC can be implemented as well with the NAND-based comparator. An

OAI22 gate in the standard library is used in [63] to implement a resistive DAC

(RDAC), as shown in Figure 3.8. Unit cells on the bottom act as input-output

shorted inverters to generate a reference voltage and unit cells on the top push up

or pull down the voltage depending upon their control input. It achieved 5.4 bits of

ENOB at 500kS/s with 400mV of input range. An RDAC using an inverter array

and a T/H stage using power-gating switch cells were implemented in [64] to achieve

4.5 bits of ENOB at 10MS/s with 300mV of input range.

Unfortunately, these approaches tend to be vulnerable to PVT variation and ran-

dom mismatches among the unit cells. This makes the size of the unit cells large and

hence, severely limits their bandwidth. The next section presents the proposed syn-

thesizable ADC architecture based on a stochastic time-to-digital converter (TDC)

that is immune to the PVT variation and random mismatches of the unit cells.
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Figure 3.8: A resistive DAC based on logic gates (AIO22).

3.2 Proposed Architecture

Stochastic quantization is a very attractive way to achieve a synthesizable and

portable design of an ADC since it does not fight against mismatches, but rather takes

advantage of them. However, the conventional voltage-domain stochastic quantizers

suffer from limited input range, due to the Gaussian nature of the mismatch, and

excessive input load as discussed in the previous section.

These issues can be solved if the quantization is performed in the time or phase

domain. In the voltage domain, since the mismatch distribution of each unit element

(parallel comparators) has an identical mean, explicit offsets with accurate reference

voltages should be added to the individual distributions to make the overall distri-

bution close to a uniform distribution. While, in the phase-domain, the mismatch

distribution of each unit element (cascaded delay cells) is naturally separated apart

from each other by inherent propagation delay of the unit elements. Moreover, thanks



CHAPTER 3. SYNTHESIZABLE ANALOG-TO-DIGITAL CONVERTER 49

V2TVINP

VINN

CLK

sign

V2T

clkgen

Ф Фe Фl

Фe ФlФ

VOUTP

VOUTN

CLKDIV

STDC

ADCOUT

PFOUT

Phase

Folder

Phase

Unfolder
TDCOUT

V2T

bias gen
Vbias

Vbias

Vbias

V2TVINP

VINN

CLK

sign

V2T

clkgen

Ф Фe Фl

Фe ФlФ

VOUTP

VOUTN

CLKDIV

STDC

ADCOUT

PFOUT

Phase

Folder

Phase

Unfolder
TDCOUT

V2T

bias gen
Vbias

Vbias

Vbias

Figure 3.9: Proposed synthesizable ADC based on a stochastic TDC.

to the 2π-modulo nature of signals in the phase domain, the separation among the in-

dividual distributions can be interpolated into smaller than typical propagation delay

of the delay cells. Therefore, the phase-domain stochastic quantizer is ideally suited

for synthesis and can achieve better performance than the voltage-domain stochastic

quantizers with a given amount of redundancy. One potential issue of the phase-

domain quantizer may be the linearity of the initial domain conversion from voltage

to phase. However, in high-speed serial link applications, the required ADC resolution

is only around 6 bits, which makes the linearity requirements easy to meet.

Figure 3.9 shows the architecture of the proposed stochastic ADC. It consists of

two voltage-to-time (V2T) converters, a V2T clock generator, a bias generator, a

phase folder (PF), a stochastic time-to-digital converter (STDC), and a phase un-

folder. The V2Ts encode the differential input voltage to the time difference between

their output pulses, VOUTP and VOUTN ; the PF folds these two pulses into an un-

signed pulse (PFOUT ), along with a sign bit (sign). The STDC quantizes the width

of PFOUT and the phase unfolder generates a final signed binary output of the ADC.
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The bias generator and the V2T clock generator provide the required bias voltage

and sampling clock phases for the V2T, respectively. The next sections describe the

detailed implementation and operating principles of these building blocks.

3.3 Voltage-to-Time Converter

Each V2T first connects its input voltage, VIN , to CS when Φ is high, as shown in

3.10(a). Since input of the NOR gate is pulled to VDD, VOUT goes low and VDD-VIN

is stored on the capacitor. When Φ falls, this voltage (VC) is ramped down toward

ground by a current source as shown in 3.10(b). A digital buffer generates an edge

when VC crosses its logic threshold voltage. The first gate of that buffer is a 3-input

NOR whose inputs are tired together to position the threshold below VDD/2. The

maximum input voltage is limited to VDD/2 so that VC is guaranteed to initially be

above this switching point. The switch cells in the design consist of a simple CMOS

transistor pair and the same cell is used for the T/H stage of the time-interleaving

receiver (Section 7.1). The current source consists of unit current cells that are

switch cell

Φ ΦΦ

switch cell

Φ Φ

Vbias

current unit cells

thick 
gate

ctrl
(0,VDD)

Vbias

current unit cells

thick 
gate

ctrl
(0,VDD)

VC
CS

VIN VOUT

Φ = low

(b)

VC
CS

VIN VOUT

Φ = low

(b)

VC

CS

VOUTVIN

Φ = high

(a)

VC

CS

VOUTVIN

Φ = high

(a)

VC
CSVIN Φ

Φe

ΦlΦ

V2TV2T

Φl

VOUT

(c)

VC
CSVIN Φ

Φe

ΦlΦ

V2T

Φl

VOUT

(c)

switch cell

Φ Φ

Vbias

current unit cells

thick 
gate

ctrl
(0,VDD)

VC
CS

VIN VOUT

Φ = low

(b)

VC

CS

VOUTVIN

Φ = high

(a)

VC
CSVIN Φ

Φe

ΦlΦ

V2T

Φl

VOUT

(c)

Figure 3.10: Proposed voltage to time converter.
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Figure 3.11: SPICE noise simulation results of the V2T. (a) Transient output time
difference of the differential V2Ts and (b) its spectrum.

implemented by stacked thick-gate NMOS transistors to achieve sufficient output

resistance. The larger threshold voltage of the thick-gate devices also enables us to

use the supply voltage (logic core VDD) as a bias voltage of the cascode transistors,

simplifying the design. The cascode transistor is turned off when its control is low

and saturated when the control is high. These unit cells are in turn controlled by the

output of a synthesizable bias generator which is shown in Section 3.5. The gain of

the V2T can be digitally adjusted by enabling/disabling the unit current cells that

are summed to produce the discharge current. The gain should be adjusted so the

minimum VIN (0V) produces a falling edge at the output of the buffer just before Φ̄

falls and the sampling phase begins again. Thus, optimal performance occurs when

Φ̄ is much longer than Φ. The bottom plate of the capacitor is sampled by a slightly

earlier phase, Φe, to minimize errors due to the input-dependent charge injection, and

the current source initiates the discharging by a slightly later phase, Φl, to ensure

a stable settling time for the charge redistribution. Throughout the entire design

described in this chapter, the switch cell and the current cell in the V2T are the only

parts that require conventional analog design efforts to create two new standard cells.

Figure 3.11 shows the SPICE noise simulation results of the V2T. A 400mV-

pkpk, 31MHz sine is sampled by a 1GHz clock and an 8,192-point FFT is done for
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the differential output of the V2T. SNR is 47dB and the corresponding input-referred

noise is about 1.1mV-rms.

3.4 Phase Folder

The PF converts the two rising edges generated from the V2Ts into a single pulse

whose width is the time difference between the input edges. The implementation of

the PF is similar to that of a phase-frequency detector (PFD) in a charge-pump PLL,

as shown in Figure 3.12. The output of the PF, PFOUT , includes a small offset delay,

DOFF , which is intentionally added to ensure a reliable pulse width even when the

differential input is zero. While this added delay makes the output linear and robust,

it must be removed by the phase unfolder stage (Section 3.7) to generate the actual

output of the ADC. A latch-based arbiter produces a sign bit depending on the lead-

lag condition of the input edges. The signal waveforms of the V2T and the PF with
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Figure 3.12: (a) Proposed phase folder. (b) Waveforms and transfer characteristic of
the V2T and phase folder.
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their overall transfer characteristic are shown in Figure 3.12(b). The pulse duration

of PFout determines the FSR of the STDC that follows. In the implementation

described in Chapter 7, the maximum pulse duration of PFOUT is slightly larger than

400ps out of 800ps of the sampling clock period, and the minimum pulse duration

is slightly less than 100ps (i.e., DOFF ). Since the folding (and unfolding) feature

doubles the dynamic range, the effective signal range of the following STDC is 75% of

its full-scale (2*(400ps-100ps)/800ps). PVT variation of the minimum pulse duration

might slightly change the absolute input range of the STDC, but does not affect

the differential signal range and quantization results because it is a common-mode

deviation.

3.5 Bias and Clock Generator

Using 4-input NAND gates and tying one of their inputs to ground provides a

controllable resistance, or controllable current source (depending on the output volt-

age), and a 2-input NAND gate, with one input shorted to its output and the other

input is tied to VDD, creates a diode-connected NMOS. With these NAND gates, a

DAC is implemented as shown in Figure 3.13. Minimum-sized 4-input NAND gates

c[0]c[0] c[1]c[1] c[2]c[2] c[14]c[14]

Vbias

Vbias

pad

biasgenbiasgen

C[14:0]
Vbias

pad

biasgen

C[14:0]

Figure 3.13: Proposed bias voltage generator and its transistor-level equivalent circuit.
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Figure 3.14: V2T sampling clock generator.

and a 12x 2-input NAND gate are used in our design for a nominal output voltage of

0.6V. Although this DAC is non-linear and inaccurate, it is enough to serve as a bias

voltage generator for the V2T as long as the output node, Vbias, is fairly decoupled

from noise. Attaching standard digital decoupling capacitor (DCAP) cells to the out-

put node is not an efficient approach, since the capacitance of the standard DCAP

cell is reduced for voltages lower than VDD, and because it is hacky to use the cell

for a node isolated from the power rail from a layout perspective. Instead, standard

analog PAD cells are attached to the output node to take advantage of their huge

parasitic capacitance.

The V2T clock generator provides various clock phases required for the intended

operation of the ADC. The unit uses a 5GHz input clock, CLK, which is divided

by four to provide the input clock of the STDC, CLKDIV (1.25GHz). This clock

is used to generate a sampling clock for the V2T with a 25% sampling phase and

a 75% ramping phase. The early/late versions of the sampling clock are generated

using small delay cells, denoted as D (two NAND gates) in Figure 3.14. The V2T

clock generator is the most timing-critical block in the proposed open-source link

architecture and detailed implementation strategies for it are discussed in Chapter 6.
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3.6 Stochastic Time-to-Digital Converter
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Figure 3.15: Proposed synthesizable stochastic time-to-digital converter

The STDC quantizes the width of PFOUT (TIN) by counting the number of delayed

clock edges it contains. These clock edges are generated from 256 non-precise unit

inverters, and an adder tree generates the binary result, as shown in Figure 3.15.

A divided clock from the V2T clock generator (1.25GHz) propagates through the

inverter chain, generating a distribution of clock edges that is quasi-uniform in the

phase domain because the period of the clock is uncorrelated to the delay of each

inverter as illustrated in Figure 3.16. The phase-domain position of the n-th generated

clock edge can be represented as:

tΦn =
n∑
k=1

Dinv[k] (mod TCLK) (n = 1, 2, . . . , Ninv)

where Dinv[k] is the delay of the kth unit and Ninv is the total number of units in the

chain. Automated PnR and inherent device mismatches, as well as jitter and PVT
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Figure 3.16: Phase domain distribution of the generated clock edges. This figure
ignores the signal inversion (phase shift) that occurs at each stage.

variation, cause both static and dynamic uncertainty of the position of the edges:

Dinv[k] = Dinv0[k] + Jinv[k]

Dinv0 ∼ N (Dinv TY P , σDinv
)

Jinv[k] ∼ N (0,
√
kσJinv

)

where Dinv TY P is the typical delay of the inverter units, σDinv
is the standard devi-

ation of static delay mismatch among the inverter units, and σJinv
is the rms jitter

contributed by an inverter unit. While the static mismatch among units is modeled

as a Gaussian distribution, that model is not necessarily accurate because variation

due to automated PnR can dominate the static mismatch (9.5-15.2ps in an extracted

simulation).

Fortunately, the performance of this design is not sensitive to the exact statistics

of static mismatches because of the effective randomization caused by the modulo-2π
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operation.

Figure 3.17(a) shows the impact of static mismatch on the performance of the

STDC when Ninv = 256 and the rms jitter of an inverter is 0.1ps, which is obtained

from a transient noise simulation of the proposed STDC. As expected, the STDC

shows poor performance when there is no mismatch at all and TCLK is an integer mul-

tiple of the typical inverter delay. In this case, the generated edges periodically overlap

with each other and the effective number of edges is reduced to TCLK/Dinv TY P . The

presence of random static delay mismatch, combined with the modulo nature in phase

generation, eliminates the periodicity and breaks the correlation between TCLK and

unit delays so that the STDC can achieve better performance. Moreover, the result of

the STDC is not affected by the amount of static delay mismatch or the typical delay

of the unit cell, because the quantization is not affected by individual edge positions

or the relationship among the edges, but only by the total number of edges within

a given time window. This is counterintuitive in comparison to conventional TDCs.

(a)

E
N
O
B

 delay (D_inv_TYP) [ps]

σJ_inv = 0.1ps
N_inv = 2

8
N_inv = 2

8

σJ_inv = 0.1ps
N_inv = 2

8

σD_inv = 0
σD_inv = 1ps
σD_inv = 2ps
σD_inv = 3ps
σD_inv = 4ps
σD_inv = 5ps

σD_inv = 0
σD_inv = 1ps
σD_inv = 2ps
σD_inv = 3ps
σD_inv = 4ps
σD_inv = 5ps

(a)

E
N
O
B

 delay (D_inv_TYP) [ps]

σJ_inv = 0.1ps
N_inv = 2

8

σD_inv = 0
σD_inv = 1ps
σD_inv = 2ps
σD_inv = 3ps
σD_inv = 4ps
σD_inv = 5ps

(b)

E
N
O
B

Jitter (σJ_inv) [psrms]

D_inv_TYP = 

σD_inv = 0
(6-M)

TCLK

64-2
(6-M)

TCLK

64-2

N_inv = 2
M

N_inv = 2
M

D_inv_TYP = 

σD_inv = 0
(6-M)

TCLK

64-2

N_inv = 2
M

M = 10
M = 9
M = 8
M = 7
M = 6

M = 10
M = 9
M = 8
M = 7
M = 6

(b)

E
N
O
B

Jitter (σJ_inv) [psrms]

D_inv_TYP = 

σD_inv = 0
(6-M)

TCLK

64-2

N_inv = 2
M

M = 10
M = 9
M = 8
M = 7
M = 6

Figure 3.17: Simulation results of the STDC (a) ENOB with respect to the rms jitter
of an inverter and the total number of inverters (b) ENOB with respect to the typical
delay of inverters and mismatch among inverters.
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For the conventional TDCs, resolution (LSB step size) is proportional to the mini-

mum gate (inverter) delay, which scales with process but is independent on the clock

speed. However, the FSR of the TDC is inversely proportional to the clock speed.

As a result, the ENOB of a conventional TDC is enhanced with process scaling but

degraded at a higher data rate. In contrast, the resolution of the proposed STDC is

independent of the gate delay, as long as the total number of inverters stays the same,

but proportional to the clock speed, because it basically quantizes the ratio between

an input time difference to the clock period by the total number of delay units. As

a result, the ENOB of the STDC stays almost the same against both process and

data rate scaling. Due to this immunity against device mismatch, PVT variation,

and data rate, the proposed STDC matches the needs of an open-source design and

an automated PnR flow.

Figure 3.17(b) shows a simulation of the impact of jitter on the performance of

the STDC when TCLK is 800ps. In this simulation, zero static delay mismatch is

assumed, and all the generated edges are uniformly distributed over a unit cycle of

the input clock to see the isolated effect of jitter. The performance achieved by in-

creasing the number of delay cells is bounded by jitter: while more cells create more

clock edges, increasing potential resolution, the jitter of these additional edges also

increases. When this accumulated jitter is considered, each tΦn becomes a probabil-

ity distribution with a sigma proportional to
√
n. As a result, the overall probability

distribution of all Ninv generated edges is the modulo-summation of Ninv individual

Figure 3.18: Modulo summation of PDF of accumulated jitters.
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probability densities as shown in Figure 3.18. If the overlap between these distri-

butions is small, counting the total number of generated edges that exist within a

given input time difference, as the STDC does, will yield a result with low variance

and a resolution proportional to Ninv. As the amount of jitter increases, the overall

density of the generated edges converges to a uniform distribution. In this regime,

the variance of the measurement becomes large: effectively, each clock edge becomes

a weighted coin toss, and the measurement (DOUT ) for an input time difference (TIN)

follows a binomial distribution, independent of the amount of jitter:(
Ninv

DOUT

)
(TIN/TCLK)DOUT (1− TIN/TCLK)(Ninv−DOUT )

In this case, the required number of units to achieve N-bit performance is 2 · 4N [55],

which is too inefficient in terms of power and area for most applications.

3.7 Phase Unfolder

The phase unfolder removes the offset delay added by the PF (DOFF ) and converts

the unsigned value back to a signed value according to the sign decision from the PF,

as shown in Figure 3.19. Unfortunately, the offset delay is PVT-dependent and must

be actively corrected. The average code density at zero will be higher than that of

its neighboring codes if the estimation of DOFF is too high and vice versa. Thus, the

absolute value of the offset delay that should be subtracted can be calculated through

a background adaptation loop, based on the histogram of output codes from the ADC

(ADCOUT ), as shown in Figure 3.20. This offset correction takes advantage of the

fact that ISI of a band-limited channel and the limited consecutive identical digits

(CID) coding of most high-speed link standards make the output code density of the

ADC fairly uniform near zero. In this design, 220 samples are collected to calculate

the histogram, which is enough for most modern serial link standards.
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3.8 Time-Interleaving ADC

Sixteen stochastic ADCs are time-interleaved to support a 20 GS/s conversion

rate. Four groups of ADCs, each of which consists of four ADC slices, are connected

to individual switches (SW0-SW3) without inter-stage buffers, forming a two-stage

passive track-and-hold (T/H) structure (front-end switches in each ADC slice act as

the second-stage) as shown in Figure 3.21(a). 5GHz quadrature clocks drive the first

stage switches.

Although appropriate timing constraints are set to minimize mismatches through-

out the design, as shown in Figure 2.12, they may not be sufficient to achieve the level

of performance required by users. The fundamental approach of this work is to build

an architecture which performs reasonably in the mismatch-vulnerable circumstances

of automated PnR. Since the STDC is inherently immune to mismatch, it could be

designed simply focused on power and area. The V2T suffers from the mismatch, but
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Figure 3.21: Time-interleaved ADC.
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the resulting gain and offset errors can be corrected through digital back-end process-

ing. For our time-interleaved ADC, the effect of mismatch between channels can be

considered as a part of the physical channel, given that this work is intended for use

in a high-speed link. Because of the high data rate, linear equalizers or FIR filters

after the ADC have to be parallelized, and that allows us to customize those filters

for each of the ADC slices with minimal overhead (Appendix A). However, the error

induced by skew among the quadrature sampling clocks is non-linear and hard to

correct by linear equalizers unless the error is small enough. Thus, the inter-channel

sampling clock skew of the time-interleaved ADC is actively calibrated by a set of

digitally controlled delay lines (DCDLs) as shown in Figure 3.21(b), and described in

the next chapter.

3.9 Summary

We proposed a synthesizable architecture for a high-speed ADC using V2Ts fol-

lowed by a stochastic TDC. The stochastic TDC is immune to PVT variation and

static delay mismatch among the unit cells at a cost of hardware redundancy. By

folding the timing information generated by the V2Ts before the quantization and

unfolding it back after the quantization, the effective input dynamic range of the

ADC is doubled. The offset delay of the phase folder (DOFF ) is estimated through a

histogram-based background tracking loop and subtracted from the quantized output

to achieve offset-independent unfolding. Throughout the entire design, all parts of

the circuit are synthesized into standard digital logic gates and laid out by automatic

PnR, except two custom-designed cells: the switch cell and the unit current cell in

the V2T. A 16-channel time-interleaved ADC is implemented by a two-stage passive

T/H network. Gain and offset mismatches among the ADC slices can be considered

as a slice-dependent physical channel and will be calibrated by a per-channel FFE

adaptation algorithm (Appendix A). In the next chapter, we will discuss the phase

interpolator (PI) used to cancel the inter-channel sampling clock skew and track the

optimal sampling phase for the ADC.



Chapter 4

Synthesizable Phase Interpolator

The PI generally refers to a circuit that shifts phase (edge) of an input signal by

an amount set by its control code. The definition and expected characteristic of a

PI depend on its application. While it can be regarded as a digital-to-time converter

(DTC) in an application like fine delay generation [65] [66], it can be used as a digital-

to-phase converter (DPC) or a phase rotator in applications such as a phase tracking

loop and a fractional frequency division. The latter definition is more appropriate for

the context of the high-speed links and hence, will be used throughout this disserta-

tion.

There exists an intrinsic time delay between TX and RX since they are physically

apart from each other and, in general, the RX does not know the delay a priori due

to variation of environmental conditions. Moreover, in many standards, the reference

clock frequency of the RX can be slightly different from that of the TX. Thus, the

RX usually needs to have a CDR loop to achieve symbol synchronization by gen-

erating an optimum sampling clock phase that tracks the incoming data. The dual

loop CDR with an internal PI (Figure 4.1(b)) dominates modern high-speed links

due to its advantage over the PLL-based single loop CDRs (Figure 4.1(a)). The dual

loop CDR decouples noise bandwidth for clock generation (core loop, wideband) and

phase tracking (peripheral loop, narrowband) so as to minimize total jitter in the

system. The PI in the peripheral loop converts the digital information from the loop

63
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Figure 4.1: Conventional implementation of CDR loop. (a) A PLL based single loop
CDR. (b) PI based dual loop CDR.

filter into the analog phase of the recovered clock by rotating the output phase of the

core loop. The recovered clock samples the data (using an ADC) in order to generate

timing error information via the PD. The error information is scaled and accumulated

by the loop filter to close the CDR loop. The PI also serves as the fine DCDLs in

our design, dedicated to canceling skew among quadrature sampling clocks of the

time-interleaved ADC shown in Figure 2.12(a). The PI must be monotonic and the

phase step size of the PI determines the loop gain of the CDR and the accuracy of

the clock skew calibration.

In this chapter, we first review the conventional approaches to designing the PI

with their drawbacks in the synthesizability and portability point of view, and then

we propose a fully synthesizable PI architecture that can achieve sub-picosecond

resolution.

4.1 Prior Art

The phase blender is a key building block of the phase interpolator. It takes two

input edges and generates an output edge between the two inputs. Its position is
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Figure 4.2: General definition of the phase blender.

controlled by a digital input (α) as shown in Figure 4.2. The output usually contains

additional constant offset delay, tOFF .

The phase blender is typically implemented by current mode logic (CML) as shown

in Figure 4.3(a). Each input triggers a current source, and outputs of the sources are

tied together. The strength of each source is set by the digital input, and gener-

ally, the sum of currents from both sources is held constant. The adjustable current

is often created by changing the number of unit current cells connected in parallel

[67][68][69][70]. Figure 4.3(b) shows an example of a CMOS implementation of the

phase blender. The output of two branches of parallel tri-state inverters, each of

which is triggered by the inputs, are tied together [71]. The current ratio between

the branches is controlled by setting the number of active inverters in each branch.

Figure 4.3(c) shows another variation of the phase blender [72][73][74]. It sequentially

resolves the final output phase with cascaded unit blender cells with low resolution,

just like a SAR ADC. Although this cascasded architecture may make some sense

theoretically, it is impractical in real-world applications since delay errors, mainly

due to random mismatch of devices and interconnects, are accumulated through the

stages. The allowable resolution that guarantees monotonicity is very limited, espe-

cially when the design is synthesized and laid out with an automated PnR tool.
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Usually, the PI (specifically, a phase rotator) is implemented in a two-step fash-

ion. Multi-phase clocks are generated from an input clock first, and then a phase

selector chooses two adjacent phases for the following phase blender to achieve finer

granularity, as shown in Figure 4.4. Although it is easy to generate the multi-phase

clocks in the case when a ring oscillator-based clock generator is used, tight jitter re-

quirements of modern high-speed serial link standards prohibit using a ring oscillator

(issues with clock generation will be discussed further in chapter 5). LC oscillator-

based clock generators are usually followed by a CML frequency divider to generate

the multi-phase clocks [75][76][77], but this approach requires a faster oscillator than

the PI requires. Explicit multi-phase generators like a delay-locked loop (DLL) [78]

or an injection-locked oscillator (ILO) [79][80][81] are also commonly used, but they

tend to significantly increase system complexity.

One potential issue of the phase blender is its failure to ensure sufficient linearity

over PVT variation. Sidiropoulos showed that the ratio of the RC time constant at

the blender output (output slope) and the phase spacing between inputs (∆t) has a

strong influence on its linearity [82]. Weinlader extended that research to show that
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there is also a dependency on the slew rate of ΦIN1 and ΦIN2 (input slope) [83]. To

minimize nonlinearities, signal slope at both inputs and output and the input phase

spacing should meet the following condition:

slope{ΦIN1,2, ΦOUT} ≥ ∆t (4.1)

In the conventional PIs shown in Figure 4.4, spacing between two input phases of

the phase blender is changed with respect to data rate of the link (period of CLKIN).

Thus, to satisfy Eq. 4.1, slew rate control techniques using passive filters [84][85] [86]

or segmented buffers that adjust driving strength [87] along with dedicated calibration

loops are being widely used. However, the slew rate control not only makes the system

susceptible to power supply-induced jitter but also obstructs the fully synthesizable

implementation of a high resolution PI. The next section proposes a fully synthesizable

PI architecture that can achieve sub-picosecond resolution with neither close loop

multi-phase generation nor slew rate control.
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4.2 Proposed Architecture

The proposed fully synthesizable PI takes an input clock, CLKIN , and generates

an output clock, CLKOUT , whose phase is shifted with respected to its phase control

code, ctrlPI , as shown in Figure 4.5. A delay chain designed with unit delay cells

(denoted as D) using two inverters generates 32 delayed phases of the input clock

(Φn). A mux network selects one out of 16 odd phases (Φ2n−1
M) for the first input of

a 4-bit phase blender (φodd) and one out of 16 even phases (Φ2n
M) for the second input

of the phase blender (φeven). Although the open loop logic delay chain is the simplest

option to generate the multi-phase signals of the input clock, it is rarely used for the

phase rotator application since phase relationships between the generated clocks and

an arbitrary input clock are not well defined and change due to the PVT variation of

the delay cells. We added some extra circuitry to tackle this issue. First, because the
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Figure 4.5: Proposed fully-synthesizable PI slice based on a digital phase blender.
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Figure 4.6: Transfer characteristic of the PI. (a) When the quantized period is odd.
(b) When the quantized period is even.

PI should be able to operate over a range of input clock frequencies, arbiters (denoted

as A) are attached to every node of the delay chain to find (quantize) the number

of delay units in a clock cycle (TCLK). According to the quantized period, Qperi, the

mux network switches the selected phase back to the very first phase, Φ1, whenever

the accumulated phase crosses the period boundary (phase rotation boundary).

There is one more issue we need to address. We need to interpolate between an

odd and an even phase. Since Φ1 is odd, when the selected phase crosses the rotation

boundary, we need to interpolate between the even phase nearest to the input clock

phase and Φ1. For example, if the period of the input clock is larger then (2n− 1)TD

and smaller than 2nTD, where TD is delay of a delay unit, the phase step size near the

rotation boundary is smaller than the nominal step size of the PI, as shown in Figure

4.6(a). On the other hand, if the period of the input clock is larger than 2nTD and

smaller than (2n + 1)TD, phase step size near the rotation boundary is larger than

the nominal step size of the PI as shown in Figure 4.6(b). In this case, input spacing

of the phase blender can be as large as 2TD. To minimize the worse case phase step

size, phase mixers (denoted as M) are connected to every node of the delay chain.
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Figure 4.7: Phase mixer (1b phase blender).

Figure 4.8: Concept of the phase mixing and expected transfer characteristic of the
PI.

The phase mixer can be simply implemented using two standard muxes, as shown in

Figure 4.7, so that it generates an average phase between its two input phases (1-bit

phase blender). The mixer cells are controlled by a digital controller based on the
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quantized period. The one mixer at the phase rotation boundary blends its input

edge with the input clock edge to generate an average edge between them, while the

rest of the mixers act as buffers to achieve monotonic phase rotation across this edge

as shown in Figure 4.8. The proposed phase mixing reduces the worst case phase

step of the mux network to 1.5TD, which leads to 1.5TD
16

for the final phase step of the

proposed PI.

4.3 Mux Network and Phase Blender

n n+1sel

next
phase
next
phase

output
phase
output
phase

current
phase
current
phase

2TD

Tloop

n n+1sel

next
phase

output
phase

current
phase

2TD

Tloop

16 to 1

Ф2Ф2 Ф4Ф4 Ф6Ф6 Ф32Ф32

4

ctrlmux
16 to 1

Ф1Ф1Ф3Ф3Ф5Ф5 Ф31Ф31

4

ctrlmux

4to1 4to1 4to1 4to1

4 4 4 4

4to14to1

4to1 4to1 4to1 4to1

4 4 4 4

4to1

4to1 4to1 4to1 4to1

4 4 4 4

4to1

D Q
22

ctrl 0  1  2  3sel
D Q

22

ctrl 0  1  2  3sel

(a) (b)

Фodd Фeven

n n+1sel

next
phase

output
phase

current
phase

2TD

Tloop

16 to 1

Ф2 Ф4 Ф6 Ф32

4

ctrlmux
16 to 1

Ф1Ф3Ф5 Ф31

4

ctrlmux

4to1 4to1 4to1 4to1

4 4 4 4

4to1

D Q
22

ctrl 0  1  2  3sel

(a) (b)

Фodd Фeven

Figure 4.9: Proposed mux network

The mux network consists of two 16-to-1 muxes that cover odd and even phases,

respectively, and the 16-to-1 mux consists of two stages of 4-to-1 muxes each of which

is implemented by a 4-to-1 standard mux cell and two flip-flops, as shown in Figure

4.9(a). Selection bits of the 4-to-1 mux encoded by the controller are retimed by its

output phase to prevent a large phase glitch when the output phase is switched as

shown in Figure 4.9(b). We assume the mux control word, ctrlMux, only changes by

± 1.1 The glitch-free operation of the 4-to-1 mux is guaranteed as long as the delay

1This is true because of the limited bandwidth the CDR loop in most of high-speed serial links.



CHAPTER 4. SYNTHESIZABLE PHASE INTERPOLATOR 72

of the retiming loop, Tloop, is kept less than half of the input clock period, i.e.,

2TD < Tloop = Tmux + T
(ck−q)
FF <

Tclk
2

= 100ps

The lower bound of the loop delay does not have much meaning since Dmux ≥ TD

and D
(ck−q)
FF > TD generally holds regardless of technology nodes.

CLKOUT

0 1

Фodd Фeven

CLKOUT

0 1

Фodd Фeven

Figure 4.10: Proposed phase blender.

The phase blender is implemented by 16 shorted muxes as shown in Figure 4.10.

The output current of each mux, which is merged at a shared output node, is con-

trolled by a thermometer code encoded by the controller. The input and output of the

phase blender are buffered by fan-out-of 4 (FO4) inverter stages to drive muxes and

to isolate the shared output node from the rest of the circuits. Since the maximum

time difference between the two input phases of the phase blender is limited to 1.5TD

by the mux network, and slope of signals in a FO4 delay line is usually larger than

1.5TD, it naturally satisfies the criteria in Eq. 4.1. Therefore, the phase blender in

the proposed PI does not require explicit slew rate control, which makes the design

simpler and fully synthesizable.

± 1 of ctrlMux is equivalent to ± 16 of ctrlBlender.
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4.4 Mismatch Calibration and Controller

Unfortunately, the monotonicity of the PI may be jeopardized by automated PnR

if the static mismatch among accumulated path delays, including wire interconnects,

exceeds the unit delay of the delay chain, TD. To prevent this problem, we measure

this delay mismatch by adding an extra arbiter to the input of the phase blender

and an adjustable delay element to all inputs of the mux network as shown in Figure

4.11. For instance, if the difference between accumulated delay of the red path and
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Figure 4.11: Foreground delay mismatch calibration with an error detecting arbiter
and delay adjustable buffers.
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Figure 4.12: Proposed adjustable delay buffer.

the blue path is greater than TD, φeven can lag φodd. In this case, the delay of the red

path is tweaked by an adjustable delay buffer cell (denoted as B). This mismatch

calibration is done for all 32 delay paths, once after fabrication. The larger the ad-

justable range/resolution the buffer supports, the more robust against mismatches

the PI is, at the cost of extra power consumption. We chose a 1-bit adjustable buffer

cell implemented by two parallel standard tri-state gates, as shown in Figure 4.12,

for our PI design.

The PI controller takes a 9-bit phase control code (ctrlPI) and a 32-bit vector

generated by arbiters attached to every node of the delay chain (arbOUT ) and controls

all the rest of the blocks in the PI, as shown in Figure 4.13. The input clock period

decoded from the arbOUT determines the maximum allowable control code of the mux

network, max ctrl mux, and which mixer cell should be enabled. It also normalizes

the phase control code so that the gain of the PI stays the same regardless of its input

clock frequency. 5 MSBs and 4 LSBs of the normalized phase control code are used to

control the mux network and the phase blender, respectively. The control code of the

mux network is sub-divided by muxing stages and by odd/even part of the network

to achieve the glitch-free phase switching.

Figure 4.14 illustrates a simplified strategy for the glitch-free mux control where

the orange, dashed line describes the rotation boundary, and the red line indicates
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Figure 4.13: PI controller.

the connection of the muxes for the currently selected phase.

When the currently selected phase is coming from a mux (M1) and is also at

a boundary of two muxes (M1 and M2), the control code of the neighboring mux

(M2) is forced such that its output phase is the closest to the boundary (the green

line) in order to minimize the magnitude of possible phase transition (case (a)). The

boundary is affected by the max ctrl mux as well when it comes to considering the

phase rotation that happens whenever the output phase crosses the period boundary

(case (b)). If the currently selected phase is at a boundary of a mux (M3) and, at

the same time, at the period boundary, control codes of both the first mux (M1) and

the neighboring mux (M2) are forced such that their output phases are the closest

to the boundaries (case (c)). This setting of the unselected mux inputs ensures that
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Figure 4.14: Mux control strategy to guarantee glitch-free operation of PI (only odd
part is shown).

crossing mux boundaries only requires the change of one mux control step.

The phase blending direction of the phase blender should be changed depending

on the selected phases by the mux network. For example, it blends the phases in the

forward direction when the mux network selects Φ2n−1 and Φ2n as phodd and pheven,

respectively, while in the backward direction when the selected phases are Φ2n+1 and

Φ2n, respectively.
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4.5 On-Chip Phase Monitor

We integrated an on-chip phase difference monitor with the PI to measure an

accurate static characteristic of the PI. It quantizes the delay between input (CLKIN)

and output (CLKOUT ) with respect to control codes, based on the edge detection with

asynchronous sampling [88]. An external test clock signal with a known frequency,

CLKASY NC is sampled by the input and output edges, respectively, and the difference

between the sampled values is monitored as shown in Figure 4.15. If the test clock is

asynchronous with CLKIN , then its rising edge will occur uniformly distributed over

the clock cycle and we know the average number of edges in the cycle. Thus if the

test edges are monitored over a long enough period of time, the static time difference

between input and output of the PI can be accurately measured. A similar technique

is used in the proposed clock generator as well, and the detailed operating principle

with design requirements is discussed in Section 5.2.
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Figure 4.15: Proposed on-chip phase monitor.
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Figure 4.16: Proposed input phase flipping to avoid measurement errors due to the
edge pulling.

One challenge in the fine timing measurement is that the measured results may

be inaccurate when the two input edges are close to each other in both time and

spatial domain. One transition affects the timing of the other transition mainly due

to physical coupling paths between them such as supply, substrate, and parasitic

capacitance of devices. This effect is often called “edge-pulling” [89]. To mitigate

the effect, our design conditionally inverts the input edges with an XOR gate. The

measurement is performed twice, once for the in-phase output clock and once for the

out-phase output clock, and the final result is obtained by selectively merging the

two results as shown in Figure 4.16.

4.6 Summary

We proposed a fully synthesizable and portable architecture of the PI. The pro-

posed circuit does not have either feedback in the signal path or slew rate control.

An open loop delay chain generates delayed versions of the input clock and a bank of

arbiters quantizes the ratio between the clock period and the delay of a unit delay cell.

A glitch-free mux network selects two out of N delayed input clock phases and the

selected phases are applied to a CMOS phase blender for finer phase resolution. The

proposed phase mixing technique near the phase rotation boundary suppresses worst
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case phase step to 1.5 times the unit delay. To guarantee monotonicity, which may

be jeopardized by random static delay mismatch, adjustable delay buffers are added

in the signal paths and calibrated in the foreground. The entire design is described

by SystemVerilog and synthesized/laid out through a standard digital design flow.
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Synthesizable Clock Generator
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Figure 5.1: Comparison between Ring and LC oscillator for the given application.

Clock generators of the high-speed serial links are usually implemented by a phase-

locked loop (PLL). There are two common choices for the voltage-controlled oscillator

(VCO); An LC oscillator and a ring oscillator. Based on the fact that the figure of

merit (FOM)1 of the LC oscillator is greater than that of the ring oscillator by roughly

30dB [90][91][92][93], the LC oscillator is much more power efficient (roughly 1000x)

1FOMV CO = L(foff ) − 20log
(

fout

foff

)
+ 10log

(
Power
1mW

)
, where L is phase noise, fout is output

frequency, and foff is offset frequency.

80
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Figure 5.2: (a) Jitter filtering by the clean edge injection of (b) Phase noise compar-
ison between the conventional PLL and the MDLL.

than the ring oscillator for a given target frequency and noise performance, as shown

in Figure 5.1.

The tightened jitter requirement, in a given power budget, by the ever-increasing

data rate of modern serial link standards left designers one choice: to use an LC tank

as the oscillator core of the clock generator [10][11]. However, the LC oscillator is

not only hard to make synthesizable, but also hard to make portable since its perfor-

mance highly depends on process parameters. Moreover, it usually requires multiple

tanks to cover a wide range of data rates. A multiplying delay-locked loop (MDLL)

is an attractive way to generate a high-frequency clock with low random jitter (RJ)

using the ring oscillator, when a reference clock is assumed to be clean enough. One

out of N “dirty” output clock edges is periodically replaced by the “clean” refer-

ence edge so that the maximum number of cycles that the jitter is accumulated in

the ring oscillator is limited to N, as shown in Figure 5.2 (a) (also known as a sub-

harmonically injection-locked oscillator). As a result, the MDLL can achieve better

RJ performance by filtering out a wider band of the oscillator’s jitter compared to

the conventional PLL [94], whose noise bandwidth is usually limited up to 1/10 of

the reference frequency [95], as shown in Figure 5.2 (b).

A known issue of the MDLL is that it may suffer from high deterministic jitter (DJ)

if the reference edge is not exactly aligned with the output edges. Therefore, most
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practical designs include a feedback tuning loop to force the free-running frequency

of the ring oscillator to be exactly identical to N times the reference frequency, as

shown in Figure 5.3. Unfortunately, even though the free-running frequency of the

ring oscillator is locked to the reference, with the static timing offset between OUT

and REF (∆t), which is common in the automated PnR flow, the clock cycle with the

REF injection will be ∆t longer than the nominal clock cycles without the injection,
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Figure 5.4: Impact of the injection error caused by timing mismatch. (a) Time domain
(b) Frequency domain.
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as shown in Figure 5.4 (a). This periodic disturbance of the clock cycle causes the DJ

or, equivalently, the spurious spectrum at the reference frequency as shown in Figure

5.4 (b).

In this chapter, we first review conventional approaches to suppress the static

mismatch-induced DJ of MDLL along with their drawbacks in the context of our

synthesizable/portable design goal. Next, we describe the proposed fully synthesiz-

able MDLL.

5.1 Prior Art

A conventional approach to suppress DJ of an MDLL is to actively cancel the

timing mismatch between REF and OUT using a digital-to-time converter (DTC)

[96]. To find out the control code of the DTC for optimal performance, Kundu
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Figure 5.5: Static timing error correction using a digital-to-time converter (DTC)
and a zero-offset auxiliary phase detector (PD).
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designed a background tracking loop which consists of an auxiliary phase detector

(Aux PD) and an integrator as shown in Figure 5.5 [94]. It achieved 2.8ps of RJ and

4ps of DJ with 8mW of power consumption for a 1.4GHz output clock in a 65nm

process. Unfortunately, it mandates not only a tight input offset for the Aux PD

but also a high resolution for the DTC, which requires high precision analog circuitry

with careful custom layout.

Another approach is to employ a correlated double sampling (CDS) technique

to estimate the amount of periodic disturbance of the output cycle time, as shown

in Figure 5.6. The timing mismatch between REF and OUT , ∆t, causes an erro-

neous cycle time deviated from the nominal cycle time between the ring oscillator,

To, whenever REF is injected. Both the erroneous cycle time (To + ∆t) and the

nominal cycle time (To) are directly measured by an identical readout circuit and the

difference of the results is accumulated and fed back to adjust the ring oscillator as

shown in Figure 5.7. Helal employed a high-resolution gated ring oscillator (GRO)

based TDC to quantize the cycle times and implemented a digital feedback loop to

control the delay [97]. It achieved 0.68ps of RJ and 0.76ps of DJ with 9.2mW of

power consumption for a 1.6GHz output clock in a 130nm process. Kim employed
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Figure 5.6: Static timing error correction using a cycle time correlated double sam-
pling (CDS).
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Figure 5.7: Correlated double sampling (CDS) used to readout the injection error
(∆t).

a charge pump and a voltage comparator to read out the cycle times and imple-

mented an analog feedback loop to control the delay [98]. It achieved 0.7ps of RJ

and 0.53ps of DJ with 1.5mW of power consumption for a 2.4GHz output clock in a

28nm process. Although these works may successfully suppress the DJ they heavily

rely on analog precision circuitry and hence, are hard to make synthesizable/portable.

Recently, a fully synthesizable MDLL has been reported by Deng [99]. The free-

running frequency of a replica DCO is locked to the reference frequency using a

feedback loop. REF is injected into the main DCO, which is outside of the loop,

and the DCO shares its control code with the replica DCO, as shown in Figure 5.8.

It achieved 2.8ps of RJ and 9.9ps of DJ with 0.78mW of power consumption for a

0.9GHz output clock in a 65nm process. The entire design can be implemented by

standard logic gates only, and hence, it is fully synthesizable. However, note that

an underlying assumption of this work is perfect matching between the two DCOs,

which is not practical in the automated PnR design flow in general.
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Figure 5.8: Synthesizable implementation of MDLL using a replica DCO.

5.2 Proposed Architecture

Figure 5.9 shows the architecture of the proposed MDLL (differential paths are

not shown). It consists of a DCO, a frequency divider, an edge selection logic, a loop

filter, a delta-sigma modulator (DSM), a coarse frequency tuning loop, and a fine

phase tuning loop. At startup, the initial tuning of the DCO is done by a conventional

bang-bang frequency feedback loop to set the coarse delay cells in the DCO. After the

bang-bang loop is locked, output edges of the DCO, OUT , are periodically replaced

by reference clock edges, REF , through a mux, in every N th cycle. The selection logic

along with the frequency divider generates an appropriated pulse, SEL, to control

the mux.

The cycle time difference between the injected cycle and the nominal cycle of

the DCO, which is mainly due to accumulated random delay mismatch in the signal

paths, is measured by a sub-sampling stochastic CDS using an uncorrelated sampling

clock and filtered to create a 13-bit delay control word, Dctrl. The upper 7 bits of the
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Figure 5.9: Architecture of the proposed MDLL.

control word go to fine tuning cells in the DCO, which have an LSB step size of 0.06ps.

This gives a cycle time resolution of 0.24ps. While this is small, with a multiplication

factor (N) of 16, this can cause ∼ 4ps of DJ. To reduce this DJ accumulation, a DSM

with the lower 6 bits of the control word dithers the LSB.

The detailed implementation of the sub-sampling stochastic CDS is shown in

Figure 5.10. An auxiliary oscillator (AUX OSC) is used to create rising edges that

are asynchronous with the output of the MDLL, OUT . The rising edges of the

AUX OSC are equally likely to occur anywhere in the OUT waveform. This means

that the average number of rising edges counted in any time window is proportional

to the width of that window. We use this technique to measure a pulse width in
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Figure 5.10: Stochastic sub sampling correlated double sampling (CDS).

sub-ps resolution [88].

The selection logic generates OUT ∗, which consists of two pulses in a reference

cycle. The width of each pulse captures the duration of the injected cycle and the

nominal cycle, respectively, as shown in Figure 5.11. The auxiliary clock is sampled at

the rising and falling edge of OUT ∗, asserting hit if a rising edge of the auxiliary clock

occurred during the pulse of OUT ∗. These hits are accumulated for the two pulses

T +Δt T

REF

OUT

AUX_CLK

T +Δt T

OUT *OUT *

Figure 5.11: Waveforms of the MDLL.
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(one for the injected cycle and the other for the nominal cycle), and the difference

between them is sent to the loop filter. In this design, the frequency of the AUX OSC

is designed around 1GHz, and the duration of the nominal cycle (To) is roughly 200ps,

so each pulse will count 0.2 edges per cycle on average. Using 100k cycles (20k

counts) gives a resolution of 10fs (200ps/20k counts) for the timing measurement,

and standard deviation of the measurement (σ) is about 1.5ps. This error estimate,

∆t, is then filtered reducing σ to 200fs, and used to drive the time difference, ∆t, to

zero. Since the same circuit path is used to generate and measure the pulse for the

injected cycle and the nominal clock cycle, delays along the path are common mode,

and no matching needs to be considered.
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The DCO consists of two identical digitally controlled delay lines (DCDLs) and

muxes. The clock is inverted in the feedback loop, so the clock cycle time of the

MDLL is 4x the DCDL plus mux delay. Detailed implementation of the DCDL is

shown in Figure 5.12. The delay of the DCDL is controlled in a two-step process. The

length of a chain of series NAND gates sets the coarse delay of the DCDL, allowing

it to cover a wide range of frequencies, and to compensate for PVT variation. This

chain then drives a bank of parallel NAND gates. The capacitance of the driven input

of the NAND gates depends on the logic state of the other input so as to provide

fine frequency tuning [99]. A bank of tri-state buffers is inserted between the coarse

and fine delay line in order to adjust the step size of the fine tuning by controlling its

driving strength. One extra slice of the parallel NAND bank is added to dither LSB

for the finer effective resolution of the frequency tuning. Nominal step sizes for the

coarse and fine-tuning stage are 8ps and 0.06ps respectively.

Figure 5.13: Simulation results of the clock generator with an intentional timing
mismatch. (a) With conventional bang-bang calibration loop. (b) With the proposed
stochastic sub-sampling CDS calibration loop.
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Figure 5.13 shows transient and periodic steady state (PSS) simulation results of

the proposed MDLL for a frequency multiplication factor of 16 and an ideal reference

clock of 312.5MHz. Under an intentional timing mismatch of 10ps, the performance

of the proposed MDLL is compared with that of a conventional MDLL based on the

bang-bang phase calibration loop. The proposed stochastic sub-sampling CDS loop

successfully suppresses the effect of the mismatch and results in low enough DJ with

negligible amount of additional hardware and power.

5.3 Summary

This chapter describes a clock source that can be used for the proposed open-

source high-speed serial link. Since an LC oscillator is hard to make synthesizable,

this design uses a Multiplying DLL (MDLL) to reduce accumulated jitter that would

occur in a ring oscillator-based PLL. A major drawback of using an MDLL is high

deterministic jitter (DJ) when the free-running frequency of the delay line in the

MDLL is not exactly matched with the desired target frequency. A bang-bang phase

detector (PD) based offset calibration loop is usually used to deal with this issue, but

it requires careful design to minimize the PD offset. To avoid the need for precise

design, we use correlated double sampling (CDS) for the phase detection, using a TDC

to measure the two clock periods we need to match. The stochastic sub-sampling,

which is small, low power, and easily synthesized, is used to create the required high

resolution TDC. This approach removes the delay matching requirement, which is

critical in highly scaled technologies. While the performance and power of our design

are not the state of the art for this technology, it meets the target jitter spec even

though the entire design is fully synthesized from SystemVerilog and laid out by an

automatic PnR tool.



Chapter 6

Design Flow and Implementation

In the previous chapters, we proposed a synthesizable architecture for the AMS

building blocks of an ADC-based high-speed serial link receiver. To make this open-

source platform complete, this chapter presents an automated design and physical

implementation flow for this design. Section 6.1 shows the open-source design pro-

cedure including the verification and synthesis associated with a git-based public

repository. Section 6.2 introduces a physical implementation flow of the designs using

a commercial digital PnR tool along with its potential challenges and corresponding

solutions.

6.1 Open Source Design Flow

Conventional design flow of the mixed-signal systems, including high-speed serial

links, is divided into two different paths, as shown in Figure 6.1(a). The digital parts

of the system are usually designed and verified by Register Transfer Level (RTL) lan-

guages, such as Verilog or VHDL, and synthesized to gate-level netlists associated with

a given technology. Physical design of the netlists is generated by automatic Place

and Route (PnR) systems. Performance of the designed system can be efficiently ex-

amined, or guaranteed, through Static Timing Analysis (STA) with pre-characterized

timing information of the gates and interconnects, as long as appropriate constraints

are set by designers. This digital flow is so powerful that it has enabled complicated

92
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Figure 6.1: (a) The conventional mixed-signal design flow. (b) The proposed auto-
mated design flow for the Open-Source PHY.

digital system designs and driven Very Large Scale Integration (VLSI) so far. On the

other hand, however, the analog parts of the system are usually designed in transistor

level and verified through transient simulation such as HSPICE. Physical design is
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laid out manually to meet the required level of precision and accompanied by post-

layout iterations. This analog design flow is not only painful and time-consuming

but also vulnerable to human errors. Moreover, the burden is getting larger as the

technology scales.

Validating modern mixed-signal designs poses additional challenges since one

needs to verify a full system including both digital and analog sub-systems. A brute

force way is to perform a Verilog-AMS (analog mixed-signal) simulation [100], but it

will be incredibly slow when the system is large. A more typical approach employs a

lumped functional model of the analog sub-systems. This method works fairly well

and is widely adopted in the industry.

Figure 6.1(b) shows the overall design flow of the proposed Open Source PHY.

While the design flow of the digital sub-systems is exactly the same as the conven-

tional flow, the flow of the analog sub-systems is significantly different. At first, the

design is entirely described in SystemVerilog with generic gate models and is verified

through Verilog simulation. The generic gates do not contain any process specific

information but are defined by high-level parameters, such as FO4 delay of a given

technology node, noise, and jitter. Unfortunately, not all the AMS blocks can be

directly verified by the digital flow since the Verilog simulator does not understand

the purpose of circuitry containing gates whose outputs are shorted, such as the

phase blender and the bias generator. For those few building blocks, piece-wise linear

functional Verilog models were generated through DaVE [101], an automated model

generation flow. Matching between the actual circuit and the generated functional

model can be ensured by mProbo which is a consistency checking engine of DaVE .

Figure 6.2 shows the Verilog simulation results of the proposed ADC as an exam-

ple of the proposed flow. Note that the proposed flow reduced simulation time by

more than 10,000x as compared to conventional SPICE simulation while providing

sufficient accuracy. Thanks to the event-driven nature of the functional models, the

full-system verification can be performed seamlessly with a minimal amount of over-

head. The verified design with the generic gates is mapped into actual gates with

specific sizes in the given technology through synthesis and then laid out through



CHAPTER 6. DESIGN FLOW AND IMPLEMENTATION 95

Figure 6.2: AC simulation results of the proposed ADC. (a) Spice simulation with
extracted spf. (b) Verilog simulation with extracted sdf.

PnR. For the building blocks containing shorted gates, extra care is required in de-

termining the size of the gates since STA usually cannot map the right size for those

gates. Details about the size mapping of the gates with ambiguity will be discussed in

the next section. Throughout the entire design, two custom cells, not in the standard

cell library, are used; the switch cell and the current unit cells.

We publicly released all required design collateral except technology-related in-

formation so that potential users of this open-source platform can generate instances

of our design tailored to their unique needs [102]. This includes the RTL, the func-

tional model generator, the generic gate library, self-checking test benches, timing

constraints, and a physical design flow. In addition, we also provide an FPGA hard-

ware emulation model generator and corresponding test flow [103]. The users can

map the proposed architecture to an FPGA and perform an accelerated emulation

for end-to-end tests such as a jitter tolerance test [104].
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6.2 Physical Implementation

Physical design of the proposed architecture is done with a standard digital PnR

tool (Cadence-Innovus) with no manual layout, aside from the two custom cells men-

tioned previously (a switch cell and a current unit cell). The entire physical design

flow is codified by Tool Command Language (TCL) in a highly parameterized fashion

so that the users can customize their own design as necessary. The custom cells are

currently designed through the conventional analog design flow (Cadence-Virtuoso)

and instantiated in the PnR stage. However, they can also be generated via recent

works on automated cell generation as discussed in Section 8.1. Size and port loca-

tions of the custom cells are designed to be compatible with standard cell grids so

that they can be placed without causing any DRC problems. A Quick Time Model

(QTM) supported by Synopsys’s Prime Time is used to reflect loading and driving

capability of the cells.

Figure 6.3: Layout of the proposed V2T (single ended).
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Figure 6.3 shows the layout of the V2T slice. The sampling capacitor of the V2T

can be implemented with either a Metal-oxide-Metal (MoM) pcell given by the pro-

cess after creating another custom cell dedicated for the cap, or interdigitized metal

wires directly drawn by the PnR tool. The value of the capacitance does not need to

be accurate because its effect can be calibrated after the quantization (Appendix A).

Layout of the ADC is flat except for the V2Ts to simplify the design as shown

in Figure 6.4. For the most part, the physical design of the proposed architecture is

compatible with the conventional PnR flow as long as we prevent excessive optimiza-

tion of the delay lines in the design by applying commands like set dont touch .

However, there are a couple of exceptions that require extra care. One challenge in

the physical design of the ADC is that high frequency clocks connected between the

V2T clock generator and the V2Ts require very tight timing. The Clock Tree Syn-

thesis (CTS) with appropriate constraints should be able to put enough buffers so

Figure 6.4: Layout of the proposed ADC.
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that the differential clocks can successfully drive the CMOS switch cells in the V2Ts

and, at the same time, their phase skew should be small enough not to degrade the

performance of the V2T, as shown in Figure 6.5. However, it is not an obvious job for
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Figure 6.7: Implementation of the V2T clock buffer. (a) A typical example imple-
mented through the conventional PnR flow. (b) A balanced clock buffer implemented
by the proposed PnR flow.

the CTS when we think about the delay requirements of these signals in the proposed

ADC as shown in Figure 6.6, where TCLK is period of the main clock, CLK, generated

from the PI (1/4 of baud rate). The time interleaving works properly only when the

buffered V2T clock, Φbuf , toggles from low to high after the falling edge of CLK and

before the rising edge of CLK. This means that the overall propagation delay from

CLK to Φbuf should be less than TCLK/2. Given the fact that clock-to-q delay of

a flip-flop is around 50ps and FO4 delay of logic gates is around 10ps in the target

technology (16nm FinFET), the maximum number of stages allowed for the clock

buffer is only 3. Under these constraints, Figure 6.7(a) shows a typical example when

the clock buffer is implemented through the conventional PnR flow. Unfortunately,

it can significantly degrade the performance of the V2T due to the mismatches in de-

lay and slew rate between differential output clocks. Figure 6.7(b) shows a balanced

clock buffer which is widely used in custom circuit designs but hard to realize in the

conventional PnR due to the logical ambiguity (output-shorted gates) in the circuit.

It is obvious that the balanced clock buffer is a better solution, in terms of the V2T’s

sampling performance, as long as it can be implemented by the PnR tools.

Figure 6.8 illustrates the proposed PnR flow dedicated to the balanced clock buffer

as a virtual procedure done before the actual PnR flow. First, an auxiliary structural
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Figure 6.8: Implementation flow of the balanced V2T clock buffer.

netlist (gate size.sv) that contains a 3-stage generic inverter buffer along with its

load (4 switch cells in this case) is taken from the repository. This netlist is not an

actual design but a virtual design used only to guide the actual implementation of the

buffer. Each inverter cell of the buffer has an identical generic definition but unique

instance names (inv1, inv2, and inv3). The virtual netlist is synthesized and laid out

under appropriate constraints without touching the intermediate nodes of the buffer
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Figure 6.9: SPICE simulation (extracted) results of the V2T clock buffer and corre-
sponding V2T performance (Fsample=1GHz, Fin=314MHz). (a) Clock buffer designed
by the conventional PnR flow. (b) Clock buffer designed with the proposed virtual
flow.

(node A and node B). Since there is no logical ambiguity in the netlist, each inverter

can be successfully mapped into a specific definition with different sizes according to

the constraints. On the other hand, in the actual design, a structural netlist of the

buffer (V2T buffer.sv) instantiates the size-mapped inverter cells without touching
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Figure 6.10: Placement of the TDC delay chain where the red boxes denote flip-
flops (a) Random placement (conventional). (b) Manual placement with non-default
routing (NDR) width.

them. Figure 6.9 shows SPICE simulation results of the clock buffers and correspond-

ing AC characteristic of the V2T (differential). While the conventional clock buffer

severely degrades integrity of the clocks, and in turn, the performance of the V2T,

the proposed balanced buffer performs well enough so that the V2T does not hurt

the performance of the ADC.

Another challenge in the physical design of the ADC is handling the high fan-out

node in the stochastic TDC. The output of the phase folder, PFOUT , is a pulse whose

width can be as narrow as DOFFSET (∼100ps), and it fans out to the data input of

255 flip-flips. Moreover, since the clock inputs of each flip-flop generated from the

delay chain are asynchronous with one another it is hard for the tool to perform a

timing analysis with the conventional constraints such as set max fanout . The

simplest approach for this issue is to disable the timing analysis of all the flip-flops

and drive them using a huge-sized buffer. However, it won’t help much since parasitic

resistance of the interconnects among the randomly placed flip-flops eventually will

limit the bandwidth of the node as shown in Figure 6.10(a) and Figure 6.11(a). To
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Figure 6.11: Simulated waveforms at data input of the flip-flops with respected to
different buffering topology and placement policy. (a) A huge buffer and randomly
placed cells. (b) A huge buffer and manually placed cells with wide metals. (c) A
balanced buffer tree and randomly placed cells.

minimize the interconnect resistance the flip-flops may be manually placed to the op-

timal coordinates and routed with wider metals as shown in Figure 6.10(b). Although

this may achieve very good results with the minimal amount of power consumption,

as shown in Figure 6.11(b), it is not aligned with the direction this dissertation is

pursuing. It not only tends to require the users of this open-source design platform

to care about low-level design parameters (such as metal resistance and placement

coordinates), but also is not flexible for process porting. Figure 6.11(c) shows the
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Figure 6.12: Width and delay spread of the pulses at data input of the randomly
placed flip-flops when CTS is applied (Case (c) in Figure 6.11).

proposed approach. We allowed the tool to place the flip-flops and the data input

of the flip-flops is buffered through a clock tree. If the output of the phase folder is

defined as a virtual clock source, and data input of the flip-flips is defined as sinks

of the clock within an identical skew group, the CTS flow can generate the balanced

buffer tree according to the constraints, max tran and max delay . Figure 6.12

shows the spread of width and delay of each pulse at the data input of the flip-flops.

The delay of each pulse ranges from 50ps ∼ 110ps, however, thanks to the stochastic

nature of the proposed TDC, it does not affect the results as long as each width stays

the same. The variation of the pulse width over all the flip-flops is less than 1ps which

is small enough compared to the target LSB of the proposed TDC.

The PI is flat except for the two cells, the delay unit cell and the 4-to-1 mux cell,

as shown in Figure 6.13. The delay unit consists of a delay cell (two inverters), an

arbiter, a phase mixer, and an adjustable delay buffer. Unlike the stochastic TDC,

the unit cells of the PI are placed manually since the delay of the unit cells and

mismatch among them affect the step size of the PI.
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Figure 6.13: Layout of the proposed PI.

6.3 Summary

The proposed designs described entirely in SystemVerilog were verified through

Verilog simulation. A structural netlist with process-independent generic logic gate

models was used for timing-critical simulations. This reduced simulation time by over

10,000x as compared to conventional SPICE simulation while providing sufficiently

accurate results. For the few building blocks that could not be directly simulated by

the Verilog simulator, event-driven functional models were generated through DaVE,
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an automated model generation flow from Stanford [101][105][106]. Physical design of

the proposed architecture was done with a standard digital PnR tool with no manual

layout, aside from the two custom cells mentioned previously (a switch and a current

source). Physical design of timing critical circuits, such as balanced differential clock

buffers, was implemented by the proposed virtual PnR flow. We ran PnR on an

individual ADC slice and an individual PI slice, and then instantiated the resulting

layouts multiple times in the top-level design which will be discussed in Chapter 7.1.



Chapter 7

Receiver Front-End and Measured

Results

In this chapter, we describe the proposed receiver front-end. Section 7.1 shows

the proposed architecture of the receiver including ADCs, PIs, bias generators, and

macros for testing purposes. A prototype test chip of the receiver along with mea-

surement results is described in Section 7.2.

7.1 Proposed Architecture

The overall architecture of the proposed receiver front-end is shown in Figure 7.1.

Four PIs take a quarter-rate input clock and generate 5 GHz quadrature sampling

clock phases for the first stage T/H switches. Each PI has an independent control

dedicated to cancel clock skew among sampling phases and drives one 1st stage T/H

switch and four ADC slices. The quantized data from each ADC slice are synchronized

by a double flop aligner to become the final output. An off-chip static non-linearity

calibration is supported by an on-chip SRAM. INL of the ADC is calibrated by a

post mapping using lookup tables that are generated based on DC transfer function

of each ADC slice. The differential input voltage is terminated by a 100 Ω resistor

with a middle-tapped common mode voltage and the differential input clock is driven

by a custom designed, AC coupled, inverter-based clock buffer. Power domain of the

107
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Figure 7.2: Sampling phase aligning based on sequential initialization.

receiver is divided into three sections: V2Ts in each ADC slice are on AVDD, circuits

for clock generation and distribution are on CVDD, and the rest of the circuits are

on DVDD.
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The output clock of each PI is divided into two paths, one dedicating for the T/H

switch and the other driving the ADC slices. A 2-bit DCDL is inserted into each

path to calibrate the skew between the paths. The frequency divider of the V2T

clock generator in each slice of ADC is initialized sequentially by the previous slice

to guarantee proper phase alignment as depicted in Figure 7.2.

7.2 Measured Results

A prototype chip was fabricated in the TSMC 16nm FinFET technology, and then

packaged in a 672 pin standard FBGA (Flip-chip ball grid array) as shown in Figure

7.3. The areas of an ADC slice and PI are 80µm × 40µm and 25µm × 80µm and

they consume 8.6mW and 9.6mW, respectively. The area of the 16-channel ADC,

including the four PIs, four bias voltage generators, and an input clock divider is

300µm× 340µm and the total power consumption is 175mW under a 0.9V supply.

Figure 7.3: Top layout view of the test chip.
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Figure 7.4: Measured results of the proposed PI.
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This includes a substantial amount of area dedicated to control signals used for test-

ing, which would not necessarily be included in a production design.

Figure 7.4 shows the measured performance of the proposed PI for a 5GHz input

clock. The measured static transfer function of the PI is monotonic with the worst

case phase step of 0.7 ps.
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Figure 7.5: Measured result of the single channal ADC. (a) Transient output, (b)
histogram, (c) DNL, and (d) INL.
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Figure 7.6: Measured results of the single channel ADC. 1,024 points FFT of the
output for (a) Fin=11MHz and (b) Fin=240M.

The measured performance of a single-channel ADC for a full scale sine input is

shown in Figure 7.5, demonstrating a DNL of 2.5 LSB and an INL of 1.8 LSB with-

out the linearity correction. The DNL is caused by delay mismatch among the delay

cells in the stochastic TDC, mostly due to the interconnects routed by the automated

PnR. The abrupt jump in INL near zero is due to the finite resolution of the PF off-

set calibration loop. Figure 7.6 shows 1,024 points FFT results of the single channel

ADC for different input frequencies. The ADC achieves an ENOB of 5.92 for 11MHz

and 5.61 for 240MHz of input frequency after the static INL correction in MATLAB.

After characterizing each ADC slice, we measured the performance of the overall

time-interleaved ADC. The quantized data from each ADC slice is mapped into an

ideal sine wave through a linear regression to find out the sampling clock phase of the

slices. Based on this phase estimation, we adjusted the control code of the individual

PI (ph1 ∼ ph4) to cancel the sampling phase skew among the slices as shown in Figure

7.7. Figure 7.8 shows measured non-linearity of the 16-channel ADC before and after

the INL calibration. DNL of the interleaving ADC is 0.58 LSB, which is much less

than that of single channel ADC, since the effect of mismatch among the delay cells
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Figure 7.7: Sampling clock phase of each ADC slice before and after the skew cali-
bration.
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Figure 7.8: Measured results of 16-channel ADC. Static non-linearity of 16-channel
ADC before (black) and after (red) the INL calibration. (a) DNL. (b) INL.

in each ADC is averaged in the aggregated output of the interleaved ADC. INL of

the interleaved ADC is suppressed to 0.82 LSB by the INL calibration. Figure 7.9

and Figure 7.10 shows 16,384-point FFT results of the 16-channel ADC and its input
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Figure 7.10: (a) ENOB and (b) quantized signal amplitude with respected to input
frequency.
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frequency dependency of SNDR, respectively. The ENOB is 5.6 at low frequencies,

falling to 2.7 at Nyquist. The strong ENOB roll-off at high frequencies is mainly due

to input power loss resulting from the poor input network of the package, which was

not optimized for high-frequency testing (Figure 7.10(b)).

Figure 7.11 shows power breakdown of the prototype design. The power con-

sumption of an ADC slice is dominated by that of the digital adder (Wallace tree).

Fortunately, this scales along with technology scaling. The delay chain dominates the

power consumption of the PI. While the unit delay of the delay chain in TDC does

not affect the performance of the TDC, the unit delay in PI determines the phase

step size of the PI. Thus, the delay chain of PI is implemented by a low threshold

voltage (LVT) FO2 delay line and consumes much more power than that of TDC,

although its length is shorter.

Figure 7.11: Power breakdown of the prototype design.
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7.3 Summary

We created a 20 GS/s, 8-bit, time-interleaved ADC, for the use in high-speed

serial links, with an ENOB of 5.6, a DNL of 0.58 LSB, and an INL of 0.82 LSB,

which dissipated 175mW in 0.102 mm2 in a 16nm technology. The design is entirely

described in an HDL so that it can be ported to other processes with minimal effort

and shared as open source.

The performance of the proposed ADC-based receiver front-end is summarized

and compared with other papers in Table 7.1. Among previously published synthe-

sizable ADCs, which are based on stochastic flash ADC, the proposed work achieves

the smallest size and the best performance in terms of pico-joule-per-bit efficiency.

Compared to the state-of-the-art, custom designed high-speed ADC [107], the pro-

posed work shows poorer power efficiency by a factor of 3 ∼ 4. This trade-off between

design productivity and power efficiency in the proposed work, along with the neces-

sity of two custom cells (switch cell and current unit cell), will be one of the most

interesting topics for the future research (Section 8.1).

Table 7.1: Performance summary of the proposed ADC. Left column is for a single
channel ADC, and the right column is for 16x interleaved ADC.



Chapter 8

Conclusions and Future Work

In recent years, many open-source digital circuit generators have emerged to make

it easier to create ASICs for demanding applications such as machine learning. Un-

fortunately, high-speed serial transceivers, which traditionally require precise custom

analog circuits, are harder to open-source. As a result, designers still have to obtain

proprietary transceiver IPs, which are expensive, hard to verify, and inflexible. To

break this bottleneck, this dissertation describes the design and measurement of our

open-source, portable analog block generator for a high-speed link receiver. We can

open-source this design because it uses digital standard cells and digital Place and

Route (PnR) tools and does not rely on precision analog designs. In fact, it takes

advantage of inherent circuit variations in its novel stochastic time-to-digital con-

verter (STDC) that, in conjunction with a synthesizable phase interpolator (PI) and

synthesizable clock generator, are used to build a time-interleaved analog-to-digital

converter (ADC). While the idea of synthesizable analog circuits or taking advantage

of circuit variation to enhance performance is not new, our approach in designing

high-speed ADCs is much more power-efficient than past efforts. Since the entire

design is fully described in SystemVerilog, commercial digital simulators can be used

extensively from the initial architecture exploration to the final performance sign-off.

Moreover, this makes it easy to incorporate FPGA-based hardware emulation into

design flow, especially for time-consuming full-link verification. We validated these

techniques and design flow by fabricating a prototype chip.

118
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We created a 20 GS/s, 8-bit ADC with an ENOB of 5.6, a DNL of 0.58 LSB, and an

INL of 0.85 LSB, which dissipated 175 mW in 0.102 mm2 in a 16nm technology. All

required design collateral, except technology-related information, is publicly released

so that users can generate instances of our design that are tailored to their unique

needs. This includes RTL, a functional model generator, a generic gate library, self-

checking test benches, timing constraints, a physical design flow, and a system for

FPGA emulation.

8.1 Future Work

We think this work can be improved in three different directions.

First, the power consumption of the proposed architecture needs to be reduced.

One possible solution is making the delay chain in TDC and PI more power efficient.

In the prototype design of the TDC, we only used rising edges of the delayed input

clock. Because of the offset delay of the PF, DOFF , and latency of the digital buffer

(comparator) in the V2T, the effective signal range of the TDC is only about 35% of

the clock period as shown in Figure 8.1 (a). In other words, more than half of the

interpolated clock edges do not contribute to the quantization. Once we know the

maximum input of the TDC, we can double the effective density of the interpolated

edges within the signal range by shifting the phase of the edges outside the range by

180 degrees using additional XOR gates as shown in Figure 8.1 (b). As a result, the

hardware resources of the delay chain, sampler, and the following digital adder can be

reduced by half for given target performance, saving a considerable amount of power.

The number of delay units in the proposed PI was designed to be large enough to

cover a wide range of input clock frequencies, and each delay cell consisted of two

cascaded inverters in the prototype design. However, not all the delay units should

be active for the proposed PI. We can simply change the two cascaded inverters in

the delay cell to AND gates so that we are able to adjust the number of the active

delay units according to the input clock frequency (data rate) by gating a part of the

delay chain.
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Figure 8.1: TDC delay chain and distribution of interpolated edges. (a) Without
phase reversal. (b) With phase reversal.

Second, we can further improve the design productivity. One missing piece for

this work to realize complete design automation is the use of custom unit cells, such

as a switch cell, and a current unit cell, which required conventional analog de-

sign/verification flow. Recently, open-source analog custom cell generators, such as

ALIGN [108][109], have been reported and we will explore how to integrate these

tools into our flow and our designs.
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Finally, we can help the effort to establish the open-source ecosystem of the mixed-

signal design. We have used many proprietary tools and PDK in this work. However,

by shifting our scope beyond the circuit design itself, we can try to migrate our flow

to employ an open-source tool chain, such as Yosys [110] [111] for synthesis and

Qflow [112], OpenROAD [113][114] for PnR, and an open-source PDK, such as

Skywater130[115][116], in the future design. If this is successful, both to design and

tool flow would be open to everyone.
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Per-Channel FFE
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Figure A.1: Per-channel FFE coefficient adaptation for inter-channel mismatch com-
pensation.
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The effect of mismatches among the interleaved channels can be considered as

a part of the physical channel. Because of the high data rate, linear FIR filters or

feed-forward equalizers (FFEs) after the ADC have to be parallelized, and that al-

lows us to customize those filters for each of the ADC slices with minimal overhead.

Figure A.1 shows the calibration process for correcting the mismatches among the

interleaved ADC slices [20][21]. The design of the FFE is split into sixteen filters,

with the adaptation of each FFE coefficient based on samples received from a partic-

ular interleave. In the absence of inter-channel mismatches, the corresponding FFE

coefficients are identical. In the presence of mismatches, including offset mismatch,

gain mismatch, and clock skew, the FFE coefficients deviate from each other to com-

pensate for the mismatches. An on-chip adaptation logic computes the difference

between the coefficients and adjusts the inter-channel mismatches to minimize the

error utilizing an LMS method. The algorithm assumes a statistically balanced input
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Figure A.2: BER bathtub curve estimation results of the per-channel FFE for (a)
gain mismatch, (b) offset mismatch, and (c) sampling clock phase mismatch.
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signal. The BER simulation framework discussed in Section 2.3 is used to estimate

the performance of the link with the per-channel FFE. Gain mismatch (α), offset

mismatch (β), and sampling clock skew (τ) are modeled as a uniform random vari-

able bounded by ±30%, ±13LSB, and ±0.1UI, respectively as shown in Figure A.2,

where the red lines represent the extrapolated portion of the bathtub curves. 100

Monte Carlo iterations show that the per-channel FFE can successfully compensate

for the inter-channel mismatches and maintain good performance.



Appendix B

Intermittent MLSD-Based Error

Checker

Equalizers are commonly used to compensate channel attenuation by removing

inter-symbol interference (ISI). However, the benefits of conventional feed-forward

equalizers (FFE) and continuous-time linear equalizers (CTLE) are limited as these

amplify noise and degrade the SNR as we discuss in Section 2.2.5. Decision feedback

equalizers (DFE) do not amplify noise but discard the information stored in pre-

cursors. DFE also results in error propagation and data dependency, which makes

the design complex1.

Maximum likelihood sequence detector (MLSD) is known as the optimal detector

for an ISI channel that is subject to Gaussian noise [117]. MLSD makes decisions

based on a sequence of received symbols and their ISI-induced correlations, rather

than symbol-by-symbol decisions. Therefore, it suppresses failures due to error ac-

cumulation and propagation, which hurt conventional DFEs. In various applications

requiring detection of digital sequences distorted in a band-limited communication

channel, MLSD has been applied to provide a low error rate while meeting con-

strained latency and complexity requirements [118][119]. Although MLSD and its

variants have been widely present in recent solutions for wireless communications

1Most of DFE in modern high-speed serial links usually employs speculative decision with loop
unrolling to close timing.
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Figure B.1: Proposed intermittent MSLD based error checker.

[120][121][122], they have not commonly been reported for use in wireline applica-

tions since conventional multi-Gb/s MLSDs consume too much power (on the order

of 100pJ/b [123][124][125]), and have very tight data dependencies for modern high-

speed serial link standards.

We can employ both FFE and MLSD to achieve better power efficiency for a given

target BER performance of a link. An FFE conjunction with a following slicer can

be viewed as a maximum likelihood symbol estimator. The MLSD is activated only

when the received symbol has a high chance to become an error. In other words, for

a given decision margin widow, the output of the FFE is checked if it is close enough

to the decision boundary and then, the MLSD makes decisions only for the symbols

which are within the margin window as shown in Figure B.1. The final output of

the receiver is selected by a mux with a digital buffer added after the slicer to count

for the logic depth of the MDLL. For a target BER of the link (for example, 10−12),

employing the proposed intermittent MLSD based error checker can reduce the length

of the FFE which is one of the key contributors of power consumption of the ADC-

based serial links. Given an assumption that the error is still sparse enough with the

reduced length FFE (for example, 10−6), average activation rate of the MLSD is low

enough so that power consumption of the MLSD is negligible.
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Figure B.2: BER bathtub curve estimation results with and without the proposed
error checker when the number of FFE taps is reduced to 5.

Figure B.3: (a) Activation rate of the MDLL with respect to the sampling phase and
(b) RX jitter distribution.
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Figure B.2 shows estimated BER where the red lines represent extrapolated por-

tion of the bathtub curves. The horizontal margin of the link is compared with and

without the proposed error checker when the length of FFE is reduced from 11 to 5.

Figure B.3 shows the activation rate of the MLSD with respect to the RX sampling

clock phase when the clock is assumed to have a dual-Dirac jitter distribution with

1ps of RJ and 10ps of DJ. While the average activation rate of the proposed inter-

mittent MLSD is less than 10m%, it can successfully compensate for the performance

degradation due to the reduction of FFE. For the case when the error sparsity con-

dition does not hold, such as consecutive errors, more sophisticated algorithms may

be required on top of this idea. We are working on upgrading the design to cover the

corner cases.
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