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Abstract

Microfluidic chips are devices that allow one to manipulate nano- and pico-liters of

fluids and microscopic objects, such as cells and complex molecules, and are widely

employed in bioengineering, molecular biology, chemistry and adjacent fields. We

focus our work on soft lithography technology used to create microfluidic chips in a

number of bio labs. The growing complexity of these chips increases the probability

and the cost of a design mistake, thus making them harder to design and debug.

In this thesis, we address these challenges by introducing appropriate design tools.

First, we will present a robust compact modelling framework that enables rapid sim-

ulations of microfluidic chips via existing circuit simulators, such as SPICE, and

validate these models on two simple devices, a long channel and a pump. Then,

we frame our model as a geometric program, enabling us to perform fast and global

optimizations of complete chip designs. Finally, we introduce a synthesis tool that

conceives a design of a chip using parameterized building blocks and optimizes its

performance.
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Chapter 1

Introduction

Miniaturization is a common engineering trend holding for at least a century across

many fields. Logic circuits, for example, have gone a long way from large vacuum

tube to few atoms wide transistor structures. This drastic change in scale has enabled

today’s ubiquity of computers; made of vacuum tubes, contemporary processors could

easily occupy several houses, consume megawatts of power and still be futilely slow.

Microfluidics is a result of a similar development in areas dealing with fluid. The

ability to handle small amounts of liquid substances is a foundation for a lot of

today’s high-tech devices. Inkjet printers, for instance, employ microfluidics to spray

small droplets of ink on the paper. In chemical or biological labs, different tools,

like vials or mixers, can be integrated on a single microfluidic chip, increasing the

efficiency and capabilities of the researchers.

This work focuses on one type of microfluidic devices, a valve-based soft-litho fluidics,

invented by S Quake [1] that is used in a number of bio labs. By incorporating

valves with routing channels, the technology has grown from simple single-channel

devices to sophisticated high throughput lab-on-a-chip systems. As the complexity

of these devices grows, the probability of making a mistake grows, so does the cost of

mistakes. In integrated circuits industry, this growing complexity led to creation of

circuit simulators which used compact models, and then logic design and optimization

tools. Since soft-litho microfluidics are following a similar path, this thesis creates a

similar set of tools for microfluidic chips, starting with compact models and moving

1
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on to design with higher level objects and optimization tools.

To better understand the modelling and synthesis work, the next chapter reviews

soft-litho microfluidic manufacturing and the structures that are built in this process.

The properties of these structures can be simulated using finite element methods, and

these are reviewed next. Building compact models for these structures is not a new

idea, so the chapter ends by reviewing some of the compact models that have been

used to model microfluidic circuits, focusing on those that are applicable to soft-litho

circuits.

With this background, Chapter 3 then presents our derivation of simple, non-linear

compact models for channels and valves; the two basic building blocks in a soft-litho

system. Interestingly, one can use the same potential based approach as is used

to derive the I-V curve for a MOS device to get the pressure-flow relationship for

a channel. These derived models are then validated against FEM simulations, and

actual devices.

Our potential based formulation of the compact model has some additional advantages

that are explored in Chapter 4. Here will look at incorporating optimization, so we

can reduce the work a user must do to complete a design by computing many values in

the resulting design to optimize its overall performance. This chapter shows that using

our compact model many of the optimization problems can be stated as a geometric

program, which is a form that can be solved efficiently. We use this technique to

create a very simple synthesis system for soft-litho chips.



Chapter 2

Background

While there’s no clear definition, typically, a device is referred to as microfluidic if

it operates on small volumes of fluids (nano- or pico- liters), and has features of

small size (e.g. channels that are 100µ wide). Such devices exploit physical effects

enabled on such a scale (e.g. capillary effects) to manipulate (transport, isolate, sort,

mix) small portions of reagents and samples. With such a diverse set of functions,

microfluidics has been used in a variety of applications across many fields.

Adoption of microfluidics by researchers in microbiology and related fields allowed

them to integrate many existing lab tools (such as vials, mixers, reactors) on a single

device, as well as create new ones. Our work focuses on soft lithography[1], one

of the microfluidic technologies, was used in a diverse set of biological experiments,

including single cell analysis, culturing, DNA and protein molecules manipulations

and so forth [2, 3, 4, 5, 6, 7].

2.1 Design and fabrication of soft-litho devices

The fabrication process begins with the creation of a set of masks that are printed

on a transparent film. The feature size of the mask is about 10µ. The masks contain

the desired geometry of the layer. The film is then used to mask the exposure of

the photoresist layer (10µ − 100µ thick) to the UV light (see Figure 2.1). The part

3
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Figure 2.1: Fabrication of a single layer of a chip using photo-lithography. (a) A
silicon wafer is covered with photoresist, exposed to UV through a mask. (b) The
exposed part becomes insoluble; the rest is washed off by a developing agent. (c) The
relief that remains after developing. (d) Liquid PDMS is poured on the mould. (e) It
is baked at an elevated temperature to harden. (f) The PDMS film is peeled off the
waver and becomes a layer for the chip.
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exposed to the UV becomes insoluble to the developing agent (e.g. some acid), while

the rest is washed off. The resulting mould contains an inverse relief of the layer (e.g.

it has a concave part where a channel should be). Then, a soft polymer (e.g. PDMS)

in a liquid form is poured onto the mould and hardened in an oven. The process is

finalized by peeling the PDMS film off the mould. The layer’s thickness varies from

100µ to 0.5cm.

Figure 2.1(f) depicts the resulting film with a cavity that will become a channel when

Figure 2.2: Fabrication of a valve. (a) The PDMS film is bonded to the glass substrate.
(b) The second layer of PDMS that contains an orthogonal channel is bonded to
the top of the first PDMS layer. (c) The top-down view of the construction; two
orthogonal channels, one on top of the other.

bonded with a glass substrate (see Figure 2.2). The described layer fabrication steps

can be repeated to build another PDMS layer that we can place on top of the PDMS-

glass construction. In Figure 2.2(b,c), a device called a push-down valve is formed by

merging 2 PDMS layers that contain intersecting orthogonal channels.

The push-down valve plays the major part in the 2-layer soft-litho microfluidics [1].

The valve can obstruct the bottom channel if the gas or fluid in the top channel is

pressurized. The reason for that is the thin and flexible PDMS membrane between

the channels (see 2.2(c)) deforms under pressure.

Figure 2.3 shows how the valve behaves at different pressures of the control channel.

Lower pressures cause slight deformations of the membrane, whereas under higher

pressures the membrane fully occupies the volume under the control channel, fully
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Figure 2.3: A microfluidic push-down valve in action. (a) The top (control) channel
is pressurized and the membrane is pushed into the bottom (flow) channel, partially
blocking the flow through it. (b) Higher pressure is applied to the control chan-
nel, making the membrane fully expand into the flow channel, therefore completely
obstructing the flow.

blocking the flow channel (see Figure 2.3 (b)).

To enable the delivery of the pressure to the control channels and flow channels, ver-

tical holes are punched in a chip. These holes are much wider (> 1000µ) than the

channels so that a metal tube can be inserted into the chip (see Figure 2.4(a)). The

tubes are connected to a pressure source (e.g. a solenoid pump array) via tygon (or

any other flexible material) tubing, while the source can be operated by a computer

through a USB port.

A sufficiently complex microfluidic chip can have hundreds of valves and channels [8],

however not all of them need to be connected to a pressure source. Certain structures

can aid in the reduction of the number of control tubes, e.g. a multiplexer (mux) and

a demultiplexer (demux). Figure 2.5 shows a simple 4-way demux that can route a

fluid from the inlet (channel 0) to any of the 4 channels. While the same functionality

can be achieved by having only 1 valve per flow line, it will require 4 control inlets.

As we increase the number of flow lines, the demux can save us quite a few control

terminals; in fact, if we have 2N control lines, a demux can be build that addresses

2N flow lines. For example, to address 1024 flow lines with a demux, only 20 control

inlets are required, while a naive 1024-inlet solution won’t even fit on a chip, because

of the size of the punch hole!
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Figure 2.4: The way PDMS chips are operated. (a) A metal tube is inserted into a
wide (> 1000µ) vertical hole connected to a channel. (b) An array of metal tubes is
connected to a pressure controller via tygon tubing. The pressure controller interfaces
with a computer through a USB port.

Figure 2.5: A 4-way multiplexer/demultiplexer. Control lines a and c are pressurized,
therefore flow lines 1,2 and 3 are blocked and the only possible path is between 0 and
4. If, for example, we pressurize lines a and d, the open path will be 0 to 2. And by
pressurizing a and b, we’ll block all possible paths.
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A microfluidic multiplexor is also a demultiplexer if the flow direction is reversed, i.e.

it can route any of its inlets into a single outlet. For example, in Figure 2.5, if the

flow lines are connected to 4 different sources of reagents, the multiplexer can connect

each of the sources to the outlet 4. Again, being a copy of demux, the multiplexer

offers a logarithmic reduction in the number of control lines needed to address a set

of sources.

The mux/demux is a very powerful device, featured in many design solutions [7], [9],

Figure 2.6: A block diagram of an antibiotic testing chip. A multiplexer (mux)
is connected to 7 antibiotic sources and one source of bacteria cells. The mux is
connected to the demux that addresses a set of 35 cell traps. First, all the cell traps
are populated with bacteria, each of the chambers is filled a distinct combination of 3
antibiotics (mixed with feeding media). Finally, the chambers are observed to assess
the sensitivity of the bacteria to the drug mixtures.

[10], [11]. For example, consider a simplified antibiotic test chip shown in Figure

2.6. The chip’s purpose is to identify a combination (or combinations) that are most

efficient in treating a certain bacterial infection. To do so, the chip isolates bacteria

cells in special traps, then fills the traps with mixtures of say 3 drugs (it can also be

different concentrations of the same antibiotic). The bacteria colony is then allowed

to grow and the chambers are observed to see which of the drug mixtures affected the

growth the most.
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At the higher level, the chip is composed of a mux, a demux and a set of cell cham-

bers.1 But before a designer can produce a layout drawing of the chip, she needs to

answer certain questions. First, she needs to decide on the number of chambers, and

therefore, the number of control and flow inlets. More chambers mean more exper-

iments can be done in parallel, fewer chambers result in a smaller chip that will be

less prone to fabrication defects.

When the number of chambers is decided on, the designer needs to choose the widths

of the channels. On one hand, thinner channels reduces the area of the design; for

example, the multiplexer’s area can be reduced by a factor of six, if the thinnest pos-

sible channels are chosen instead of the widest. On the other hand, wider channels

give higher flow rates and lower delays. Again, the difference in flow rate between the

widest and the narrowest channels can be an order of magnitude.

The choice of the widths depends on the constraints imposed by the experiment. For

example, a chip in [3] deals with mammalian cells that are needed to be planted into

the chambers in under than 15 minutes, otherwise they start dying. In this case, the

designer might want the chip to be as fast as possible. If the chip is limited by the

maximum allowed inlet pressure, as in [4], the designer may opt for wider channels.

However, if the experiment isn’t time sensitive, a good solution may be to reduce the

area as much as possible, while keeping an acceptable performance (i.e. delays and

flow rate). This may be the case in our hypothetical antibiotic chip; doing all bacteria

operations in hour is fine, but a day is probably too much.

While for simpler chips, design choices are easy to make, but as the complexity of the

designs grows, chances of a mistake increases. Non-linear effects introduced by elastic

PDMS and continuous fluid flow add to this probability. Modelling is a common way

to address the challenge.

Simulation and modelling methods employed in microfluidics can be partitioned into

three categories. The first is a physics-driven model aimed at simulating all relevant

phenomena, typically, by numerically solving a set of partially differential equations

1A working chip will be slightly more complex, as it requires a place holder for the drug mixture
as well as a number of flush lines to prevent combinations from mixing.
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(PDE). These models are computationally heavy and typically not used to model an

entire chip, rather to predict the performance of a small but critical part of the chip.

Physical models also require specialized software and extensive domain expertise.

The second class is reduced order models, which are derived through analytical simpli-

fication of full blown physical models. While being much lighter in terms of required

computational power, reduced order models are still based on pretty complex PDEs,

not easily comprehensible for an unprepared user. Also, these models are not as uni-

versal as physics-based ones, and extension of their scope require significant effort.

Compact models are the third group of techniques. Typically, these models are much

less detailed than the previous two, modelling a small set of aggregate characteristics,

e.g. total flow rates and pressure instead of 3D velocity and force fields. Compact

models are typically faster than reduced order ones, and significantly faster than

physics-based models, and are much easier to use, understand and analyze. More-

over, a compact modelling approach can utilize existing mature and stable simulators,

such as SPICE circuit simulator.

In the following sections, we’ll discuss these three groups in greater detail, beginning

with Finite Element Method as a common choice of physics-based model.

2.2 FEM

Finite element modelling or method (FEM) is a widely adopted family of simulation

techniques applicable to a variety of domains of physics, such as electricity and mag-

netism, thermodynamics, fluid dynamics, solid body modelling, acoustics, chemistry

and others. Essentially, FEM uses numerical methods to (approximately) solve par-

tial differential equations describing a physical system.

Although FEM and its derivatives vary a lot in techniques and algorithms, they all

go through two general steps. First, given a description of geometry of a system, an

algorithm creates a mesh that corresponds to the geometry. Next, the mesh used as

a guide to the discretization of the set of partial differential equations. Finally, an

iterative algorithm is used to solve these discrete equations. As a result, the method
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Figure 2.7: A simplified example of finite element method. (a) A block of an elastic
material and a wall. (b) The corresponding mesh (black) and springs (red) represent-
ing the interaction of the mesh’s nodes. (c) A force F is applied to the free side of
the meshed block, causing some of the strings to expand and some to shrink, causing
the deformation of the mesh that approximates the real deformation of the block.
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provides a set of physical values in the nodes of the mesh.

In Figure 2.7 (a), a block made of an elastic material (e.g. some resin) lies on the floor

near a wall. Suppose, we want to know how the block deforms if we push it against

the wall. The continuous linear elastic model for the block is a set of ten first and

second order PDEs. To approach the problem using FEM, the block is first meshed

(see Figure 2.7 (b)), i.e. is divided into a set of primitives (triangles in this case) and

the PDEs are turned into finite differential equations.

The last step is roughly the same as replacing nodes and the edges of the mesh with

finite masses and springs respectively (see Figure 2.7 (b), red springs). So, pushing

the block against the wall is approximated with application of a force F to the two

leftmost nodes of the mesh (see Figure 2.7 (c)). As the result, horizontal springs

shrink, but vertical ones expand, since they are coupled by the diagonal springs.

This example deals with a stress-strain problem, i.e. when a non-moving rigid body

is deformed under certain applied forces. In our research, the investigation into the

behaviour of PDMS was done primarily using stress-stain analysis. In its solid form,

PDMS is typically modelled as a hyper-elastic material, in contrast to linearly elastic

ones.

In a 1D case, linear elasticity means linear relationship between an applied force

and the resulting displacement, e.g. a deformation of a spring with a stiffness coeffi-

cient k can be evaluated by the Hooke’s law: x = F/k. For a hyperelastic material,

this relationship isn’t linear and depends greatly on the material. One of the most

popular hyper-elastic models used for modelling of PDMS is a nearly incompressible

neo-Hookean solid.

As it follows from the name, the model is an extension of the Hooke’s law to non-linear

stress-strain curves (see Figure 2.8). In a three-dimensional case, the material’s prop-

erties are defined mainly by its density (ρ), (initial) bulk modulus (κ), and (initial)

shear modulus (µ), coefficients that describe the reaction of the material to uniform

compression and shearing (see Figure 2.9). PDMS is typically modelled as a weakly

compressible hyper-elastic material, i.e. κ << µ.
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Figure 2.8: A stress-strain (e.g. relative force vs relative displacement) curve for
a linearly elastic and a hyper-elastic material. Positive dl/Ls mean stretching and
negative mean compressing. A hyper-elastic material is more prone to stretching than
compressing in a single dimension case.

Figure 2.9: Explanation of the bulk and shear moduli. (a) Solid’s reaction to a uniform
compression is characterized by the bulk modulus. (b) Shear modulus describes the
reaction to shearing.
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The second part of the microfluidic system to be simulated is the fluid, the media

that occupies the channels within the chip. Typically, to simulate the behaviour the

fluid domain, the Navier-Stokes equation is used. Similar to the neo-Hookean model,

this equation is based on first principles, i.e. conservation laws and general structure

of the media.

Navier-Stokes equation is a non-linear partial differential equation that solves for the

velocity field given the pressure boundary conditions. The fluid’s properties are gen-

erally characterized by two parameters: density (ρ) and viscosity (µ), a parameter

that describes the loss of energy due to particle friction (e.g. water has low viscosity,

while oil has a higher one). The higher viscosity and density, the harder is to move

the fluid.

Fluid flow inside a fully filled microfluidic channel has a low Reynolds number, mean-

ing the flow is laminar. The velocity profile of the flow is typically parabolic-like2,

with zero velocity at the channel’s boundaries and maximal velocity at the center.

Finally, the biggest benefit of the FEM approach is the ability to couple two (or

Figure 2.10: Solid-fluid interaction diagram. Higher pressure at the beginning of the
channel causes higher deformation of the channel and vice-versa, low pressure at the
outlet produces small displacements in the PDMS.

more) domains into a single system of equations and produce its approximated so-

lution. When we deal with the PDMS-liquid system, the interface between the two

domains is quite obvious – the inner surfaces of the channels. Figure 2.10 shows the

2Exactly parabolic for a channel with a circular cross-section



CHAPTER 2. BACKGROUND 15

way two domains are joined in a single system. The interface surfaces in both fluid

and solid share the same force field and the same displacement, i.e. higher pressures

cause higher displacements of the solid and, therefore, expanding the flow cone.

The coupled (or multiphysics) problem is pretty complex and solving it via FEM re-

quires significant computational resources, especially in a non-stationary regime, i.e.

where time is a separate variable. For example, a microfluidic channel of a medium

length can take several hours to produce seconds of simulated time. Moreover, a

stationary valve’s simulation can take days to converge.

In microfluidics, FEM and similar techniques are commonly used for modelling of a

small (and possibly critical) part of a chip. In [12], a single cell trapping structure is

modelled using computational fluid dynamics (a subset of FEM with no wall defor-

mation). The simulation was used to increase the probability of a cell being captured,

as well as to evaluate the total pressure drop across the structure. The latter was

used to make sure, that the flow rate through a sequence of traps will be sufficient

for the experiments. Similar traps for embryos were simulated in [13].

Simulations of deformable solids are also employed in microfluidics. In [14], scaling

properties of a push-up PDMS valve were evaluated using finite element modelling.

Dependence between valve’s geometric dimensions (like height, width and thickness)

and actuation pressure was established using the simulation. A passive valve is mod-

elled in [15]. The simulation was used to optimize the pressure-flow relationship of

the valve. A valve-like structure, microfluidic micro-lens, is simulated in [16] to eval-

uate the relationship between applied pressure and optical characteristics (like focal

length).

2.3 Reduced order and compact models

Another approach sometimes used in modelling is called reduced order models. The

main idea is to take PDE describing some physical system and use certain assump-

tions and system’s characteristics to analytically reduce and/or approximate these
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equations. Then, the simplified PDEs can be integrated either numerically or even

analytically. In [17], this approach was used to model an oscillatory flow in a slightly

deformable tube. A microfluidic structure for reducing flow fluctuations is modelled

in [18].

While often being accurate and allowing for non-numerical (e.g. symbolic) analysis

of the system, reduced order models aren’t easy to derive and work with. Moreover,

due to constantly increasing computational power available to researchers, it’s getting

easier to perform numerical simulations of the full-blow physics-base models. A com-

pact model, on the other hand, can be seen as a reduced order model of an elementary

device, rather that the system as a whole.

In semiconductor integrated circuits, a transistor is the main building block. The

device has highly complex underlying physics that described the diffusion of the elec-

trons within a heterogeneous solid structure, including quantum mechanics and elec-

tromagnetism. By the time the number of the transistors per an integrated circuit

reached hundreds, circuit simulation was an inevitable step in the design flow. While

providing sufficient accuracy, transistor models based on actual physics were too com-

putationally expensive to be used. On the other end of the spectrum, small-signal

linearized models had an insufficiently narrow scope for some applications. To ad-

dress the problem compact models were developed.

Though not having a precise definition, a compact model is an accurate, lightweight

and robust model of an object (e.g. a device, a transistor, or a microfluidic channel).

These benefits come at a price. First of all, a compact model is much less general,

than a physics-based one, such as FEM. For example, in a transistor’s compact model,

geometrical dimensions (e.g. transistor’s length or width) can be varied, while the

overall shape (e.g. rectangular) is a fixed parameter. Second, compact models often

hide actual physics from the user by approximating functions derived from a physical

simulation or an analytically derived physical model.

To give a sense of the complexity reduction provided by compact models, consider a

bipolar transistor. The physical model of the device consists of a dozen of partial dif-

ferential equations in a three-dimensional space and a set of 2-d boundary conditions.
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Developed in mid 50s, Ebers-Moll compact model reduces the static I-V relation to

a set of three simple (non-differential) equations of the form:

iB =
Is
βF

(eVBE/VT − 1) +
Is
βR

(eVBC/VT − 1),

where β’s and VT are parameters and the rest are variables, I’s and i’s are currents

and V ’s are voltages. The set of equations contain the minimally sufficient number

of non-linear functions (exponents in this case) necessary for production of accurate

results.

Transistor compact models, however, revealed their true powers only after an efficient

circuit simulator, SPICE, was created in mid 70s [19]. The tool was capable of taking

a circuit description as an input, producing intermediate differential equations that

couple elements of the circuit (e.g. transistors) and used numerical methods to solve

these equations.

The tool aids circuit designers in various ways. First, the simulation can show if the

integrated circuit in question satisfies the requirements and specifications. Second, if

it doesn’t, the tool can be used for debugging, since it reveals all the currents and

the voltages inside within the circuit. Finally, the simulator is also used to optimized

circuit’s characteristics; for example by doing sensitivity analysis.

Existing microfluidic compact models address some, but not all, effects that take

place in soft-litho microfluidics. In [20], linear hydraulic-electric analogy is used to

model flow in a network of microfluidic channels. Non-linear flow-pressure relation

in a rigid-walls device is modelled in [21] as a Q(∆P ) function. Similar approach

is used for a single layer valve with deformable elements in [15]. Capacitive effects

(i.e. the ability to accumulate fluid) of elastic microfluidic structures are modelled

as linear relations between change in volume and applied pressure. In [22] and [23]

compact (capacitive) models of elastic membranes are used to model pumps. A

capacitive model of a membrane is also used in [18] to analyze the performance of

a fluid stabilizing device. Similar models are used in [24] and [25] to address linear

expansion of elastic channels. In [26], an elastic channel is modelled as a linear RC

network.
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To address both non-linear flow-pressure relation and non-linear capacitive effects

typical for soft-litho microfluidics, we generalized existing compact modelling ideas

and constructed models of a valve and a channel. Then, we used SPICE to simulate

devices composed of these building blocks. We used the results of the simulation to

validate the compact models by comparing the results with an experiment involving a

real chip. Next, we produced parametrizable models for more complex devices, such

as networks of channels and used the model for the global optimization of a design.



Chapter 3

Compact Modelling of Soft-litho

Microfluidics

3.1 Intro

Soft-lithography allows one to manufacture a variety of microfluidic structures. They

range from simple devices like inlets to complex multi-layer structures, like pressure

traps or turbulent mixers. While one can make a large number of devices, most chips

use only two: valves and channels. Most of the more complex structures are actually

just a composition of these two building blocks. For example, a pump is a set of 3

valves connected by flow channels; a cell chamber is simply a (large or wide) segment

of a channel. Since a significant share of microfluidic chips are solely composed of

valves and channels, they are an obvious choice for our first compact modelling.

For each device, we’ll show how the compact model was derived from the first princi-

ples. Then, we’ll describe how we fit and validated the model using COMSOL FEM

package[27]. Finally, we’ll present our experimental verification of the models.

19
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3.2 Channel

In a general sense, a microfluidic channel is a fluid-filled cavity inside a bulk of PDMS.

For modelling purposes, we pose an additional requirement for an unpressurized chan-

nel to have a constant cross-section shape (e.g. a rectangular one). This doesn’t

restrict the generality much, as most variability can be addressed by modelling a se-

quence of constant-shaped channels. 1

Soft-litho microfluidics uses channels in two ways: flow and control. Flow channels

are meant to conduct fluid from one place to another. They are connected from an

inlet with some positive pressure to an unpressurized outlet. Control channels have

an inlet as one terminal and a dead end at the other end with one or more valves

along the way. They are used to actuate the valves by applying pressure to the inlet.

Microfluidic channels also vary in length, cross-sectional shape and its location within

a chip (i.e. layer). In this section, we will develop a single compact model that ac-

counts for these parameters.

3.2.1 Model

First, consider a rigid channel, i.e. one which doesn’t deform under pressure (for

example, a cavity made in glass). Its cross-section shape is constant and doesn’t

depend on the pressure. In a rigid flow channel, the stationary flow rate Q is linear in

the pressure drop ∆P and can be very accurately approximated by Poiseuille’s law:

Q = G∆P,

where G is hydraulic resistance of the channel and is linear in channel’s length L.

When pressure is applied to a rigid control channel’s inlet, it propagates to its end

with a speed of sound (almost instantly, compared to speeds of other processes) in

incompressible fluids. Given that, the equivalent circuit is just a resistor (see Figure

3.1).

1If there was enough need, we could generate a model for truly variable shaped channels using
the same approach.
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Figure 3.1: Simple microfluidic channels. An absolutely rigid channel (top left) in a
glass bulk doesn’t deform under working pressures. An equivalent circuit (top right)
is a resistor with a value (Rch) defined by Poiseuille’s law. Pi and Po are the inlet and
outlet pressures respectively. Slightly deformable channel (bottom left) has a linear
pressure drop and deformation across the channel. A T-section with two resistors
and one capacitor is the equivalent circuit (bottom right)
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Suppose now, the channel isn’t completely rigid, but its pressure-induced deforma-

tions are slight (or linear), i.e. ∆S << S, where S is the cross-sectional area. If the

flow is constant, the deformation will linearly decrease from the inlet to the outlet

(see Figure 3.1). Therefore, the hydraulic conductance is a linear function of ∆P :

G = k(Pi + Po)/2 + g0 = kPavg + g0

where Pavg = (Pi + Po)/2 is the average between inlet and outlet pressures, g0 is

conductance of the non-deformed channel and k is a positive coefficient, i.e. the more

pressure we apply, the higher is conductance. The linear increase of the cross-sectional

area (and therefore the hydraulic conductance) is sometimes called compliance of the

channel [25]. The Q vs ∆P law is:

Q = kPavg∆P + g0∆P,

and isn’t linear any more. More importantly, the flow rate Q doesn’t depend solely

on ∆P = Pi − Po, but both on Pi and Po. Unfortunately, the approach is not

applicable to large channel deformations. However, we can address the non-linearity

using potential functions.

Consider a channel’s section with a very small length dl (see Figure 3.2). The pressure

is constant inside the section and the flow rate Q is:

Qdl = g(p)dp,

where the u(p) function is a linear conductance of the channel. Integration of both

parts of the equality yields:

QL =

∫ p(L)

p(0)

g(p)dp = U(pi)− U(po),

where U(p) is the integral of u(p) and L is the length of the channel. The U(p) is the

said potential function, since the flow rate Q is linear in its dependence on ∆U . This

function has a number of interesting properties worth mentioning.
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Figure 3.2: A general microfluidic channel of length Lchannel in a PDMS bulk and
its small section of length dl. The pressure drop and the deformation are non-linear
across the channel. The section is pressurized at P and has dp pressure difference.

First of all, the potential function is the only characteristic of a channel (and the fluid

it is filled with) needed to calculate the flow rate given the in- and outlet pressures;

it models all the fluid-solid interaction physics that takes place in the chip. In case

of a rigid channel, for example, the potential reduces to an affine function.

Second, the microfluidic potential function is defined up to a constant, a property

shared with all potential functions, i.e. U(p) +K provides the same results as U(p).

For consistency reasons, however, we’ll define the constant such that U(0) = 0.

Finally, the potential drops linearly across the channel: U(P (x)) is linear in x. This

is easy to see, if we divide a channel into two parts of lengths x and L−x. Then, the

potential drop equations are:

Q =
U(P (x))− U(P (0))

x
=
U(P (L))− U(P (x))

L− x
,
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where P (x) is the pressure at a point x. A simple transformation leads to:(
U(P (L))− U(P (x))

)
x =

(
U(P (x))− U(P (0))

)
(L− x)

U(P (L))x−������
U(P (x))x = U(P (x))L−������

U(P (x))x+ U(P (0))L− U(P (0))x

U(P (x)) =
(
U(P (L))− U(P (0))

)x
L

+ U(P (0)).

In transient regime (e.g. during pressurization), the behaviour of the deformable

Figure 3.3: The channel is partitioned into 3 sections, the volume of each section is
approximated by the volume of the cone section; the area drop linearly across the
cone, therefore its volume is P0Cs/2 + P1Cs/2, where P0 and P1 are pressures at the
beginning and the end of the section and Cs is its capacitance.

channel differs from that of a rigid channel. A deformable channel has more fluid

inside under positive pressures. And due to non-zero hydraulic resistance, it’ll take

some time to fill in the volume difference. As a result, the pressure doesn’t propagate

to the end instantaneously. To model the process, we need a notion of hydraulic

capacitance C:

C(P ) =
dV

dP
,



CHAPTER 3. COMPACT MODELLING OF SOFT-LITHO MICROFLUIDICS 25

Figure 3.4: Equivalent circuit of a channel, a series of Π-sections. Cs is the capacitance
of the section and is equal to Cch/N , an N-th fraction of the channel’s capacitance.
The flow Q through a non-linear resistor Rs is QLs = U(P1)−U(P0), where Ls is the
length of the section.

i.e. ratio between volume and pressure. In the case of small deformations, cross-

section area S drops linearly across the channel for any ∆P , therefore C is constant

and the resulting equivalent circuit is shown in Figure 3.1 [26].

In a general case, where the S(x) curve is a non-linear one, we can divide the channel

into a number of sections, the channel can be approximated by a cone section to

high precision (see Figure 3.3). This in turn means the volume of the section can be

modelled as two constant capacitors at both ends of the section:

∆Vsegment = Lsegment
∆S(x0) + ∆S(x1)

2
=
Cs
2
P0 +

Cs
2
P1,

where Vsegment and Lsegment are the volume and the length of the segment, S(x) is the

section area at a point x, Cs is the capacitance of the section and Px is the pressure

at a point x. Putting it all together, the model of the section is a Π-section, i.e. a

non-linear resistor with two capacitors (see Figure 3.3) and an equivalent circuit of a

channel is a series or a chain of such Π sections (see Figure 3.4).

The circuit is a form of a distributed RC line and is very common for the world of

integrated circuits; its properties are well understood and it is easy simulate using

standard software packages like SPICE. Another advantage of the model is low num-

ber of parameters; we only need to know the potential function and the capacitance

value. We will extract these parameters using Finite Element Modelling, which is

discussed next.
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3.2.2 Finite Element Modelling

To determine the channel’s model parameters, we used COMSOL Multiphysics Fi-

nite Element Modelling software. It allowed us to simulate fluid-solid interactions of

structures of arbitrary geometry in both stationary and transient regimes. We did

both model fitting and verification of the model in COMSOL.

In COMSOL, modelling is a 4-step process. At first, you define the geometry of the

structures to be simulated. Next, the structures are assigned to domains (e.g. fluid or

solid) that define the physics to be modelled within the structure. Material proper-

ties, boundary conditions and domain interfaces are set up as well. Then, the stimuli

and simulation parameters are defined and the simulation is executed. Finally, the

user can extract simulation results using various probing methods. All four steps

depend on the type of the channel and the purpose of the simulation.

Geometry

For both fitting and verification, we modelled a long water-filled channel in a bulk of

PDMS 2(see Figure 3.5). The dimensions of the PDMS bulk were typically 1cm ×
1cm × 1cm. Experiments showed that at such sizes, the results were insensitive to

the changes in the geometry of the bulk. The height of the bulk also corresponds to a

typical height of a PDMS chip. Accordingly, the length of the channel was 10mm (at

least 100x of the channel’s width). This L >> W condition allowed us to diminish

the boundary effects at the ends of the channel.

We modelled both push up and push down channels. For a push-down configuration,

flow channels were at the bottom of the bulk, while control channels were about 80µ

above the floor. For push-up channels, the control and flow channels switch positions.

The actual height of the control channel was calculated as a sum of the height of the

flow channel and thickness of the membrane (see Figure 3.6). Both values are assessed

2While PDMS bulk is bonded to glass substrate and therefore PDMS isn’t the only material
in the chip, we bypassed the need to directly model the glass part by using appropriate boundary
conditions.
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Figure 3.5: A typical setup of the channel’s simulation in COMSOL (not to scale).
The bulk has a cavity of the channel’s shape, so that the channel and the bulk together
form a cube with a side of 1cm. The width of the channel ranges from 20µ to 100µ
and its height varies from 5µ to 30µ. The elevation of the channel is typically between
0 and 100µ.



CHAPTER 3. COMPACT MODELLING OF SOFT-LITHO MICROFLUIDICS 28

Figure 3.6: Elevation of the channel (front view, in the middle). A channel of certain
types (e.g. a control one in push-down technology) has to be elevated above the floor,
so that the simulation corresponds to the actual chip. The elevation is computed as
the sum of the membrane’s thickness and the height of the bottom channel and is
typically from 15µ to 80µ.

either by spin-coating speed vs thickness table or using a profilometer.

While the bulk of the PDMS was always a cube, the shape of the channels varied. Two

Figure 3.7: Sectioning of a cylinder of radius R with a plane at height H. The
resulting section (top) has height h and width W . O is the centre of the circle, A and
B are the edges of the channel and M is its middle point.

types of channel shapes were modelled: rectangular and tear-drop shaped. Channels

with a rectangular cross-section were trivial to generate, since it was a geometry

primitive in COMSOL. We modelled tear drop-shaped channels as a section of a

cylinder (see Figure 3.7). The radius of the cylinder R and the height of the section
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plane H were derived from the following expressions:

H2 +
W

4

2

= R2 (triangle OMB)

h+H = R,

where h is the height of the channel and W is its width. Equivalently,

H =
W 2

8h
− h

2
,

R =
h

2
+
W 2

8h
.

The resulting cross-section shape doesn’t differ much from the actual profile of a tear

drop-shaped channel measured by a profilometer.

Properties

The PDMS bulk and the channel were set to solid and fluid domains respectively.

Hyper-elastic PDMS was modelled as a neo-Hookean solid. The channel was as-

signed with water as the material.

The six external surfaces of the bulk were assigned with the following boundary con-

ditions: the top was always a free surface, as were the left and right sides; Front and

back surfaces were fixed in the X direction (the one the channel ran along), so that

the channel could deform in the Y −Z plane only. Finally, the bottom surface could

be fixed, in case the chip was bond to the glass, or it could be free.

The channel’s top and side surfaces were coupled with the PDMS bulk, while the

bottom was either coupled or fixed if the channel had a glass floor. The back and

forward surfaces were fixed in X direction to be consistent with the bulk.

Since both the channel and bulk have extruded geometry, a swept mesh (see Figure

3.8) was the natural meshing algorithm to use. At first front surfaces of the bulk

and the channel were 2d-meshed and then the 3d mesh was constructed as a set of

prisms, based on the 2d triangles (see Figure 3.9). This kind of mesh allowed us to

significantly reduce the number of nodes and, as a consequence, memory footprint
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Figure 3.8: Uniformly (left) and exponentially (right) distributed swept meshes of
the bulk. Swept mesh, unlike tetrahedral one, consists of series triangular prisms
(depicted in blue). It is a good choice for problems with extruded geometry, since
it requires less mesh primitives while achieving the same simulation quality. Non-
uniform swept mesh allows one to increase the simulation quality while keeping the
same number of nodes.
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Figure 3.9: 2d mesh of the front surface of the bulk and the channel: overall view
(right) and a close view on the channel (left). The mesh is triangular; a minimum
triangle size in the channel is 5µ. The bulk is adaptively meshed, so that the mesh is
fine grained close to the channel, but is coarse otherwise.
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and the execution time.

The size of the minimal element of the 2d mesh was chosen such that the results

of the simulation were insensitive to this size: about 20 triangles for the channel’s

surface. The 2d mesh of the PDMS bulk was automatically (by the tool) adapted to

the mesh of the channel.

The number of prisms (or the number of sections) varied from 10 to 50, depending on

the pressure drop across the channel. For smaller number of sections the accuracy of

the simulation was increased by a non-uniform partitioning of the channel (see Fig-

ure 3.8); the mesh was finer where larger pressure drops (and therefore deformations)

were expected.

Stimuli and Simulation

We conducted two types of simulations; steady state (i.e. constant flow) and transient.

The first type was used to extract parameters, while the second helped to validate

the model’s results.

For stationary simulations, the front and the back surfaces of the channel were its inlet

Figure 3.10: A simulation protocol for inlet and outlet pressures of 100kPa and 50kPa
respectively. The values of the steps is less than 20kPa, thus all the steps converge.
This simulation schedule isn’t unique, but it’s the easiest one to implement in COM-
SOL.
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and outlet respectively. Both terminals were assigned with pressures pi and po (pi ≥
po). The pressure values ranged from 0 to 200kPa. For lower pressures (≤ 20kPa),

the simulation converged unconditionally. For higher absolute pressures or pressure

differences (pi− po) simulations, we needed to conducted a series of simulations, each

time increasing the value of the pressures by a small step (10− 20kPa), and use the

results of the previous simulation as a starting point for the next one. For example,

a simulation protocol for pi = 100kPa and po = 50kPa is shown in Figure 3.10.

In transient simulations, we sealed the back surface of the channel (making it a wall)

and applied an approximate pressure pulses to the front surfaces (the inlet). The

attack time of the pulse was typically about 10−3 sec and the amplitude varied from

0 to 200kPa. The simulated time ranged from 1s to 15s. To achieve convergence at

higher pressures (> 100kPa), we used longer attack times (up to 10−2s).

Data Processing

Figure 3.11: Slices of a channel (left) and a 2d point cloud of a single slice (right).
Each blue node corresponds to a data point (x, y, z, p) extracted from the simulation’s
results. To obtain the area-vs-pressure curve, a convex hull of each slice (right) is
being created and its area computed.

After the simulation finished, we used COMSOL to extract certain data as 2d

and 3d point sets. For stationary simulations, we extracted the flow rate and the

channel’s volume vs inlet and outlet pressures curves, pressure distribution along the

x axis, and the channel’s cross-section area vs x. For all, but the last curves we

used standard COMSOL tool set. To obtain the cross-section area vs x, we extracted

pressure vs (x, y, z) coordinate for a number of channel’s slices. Then, we applied a
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convex hull algorithm to each slice to find the contours of the slice and computed the

area (see Figure 3.11). For transient simulations, we evaluated pressure vs time and

volume vs time curves using the COMSOL tool set.

3.2.3 Compact Model Fitting

For each channel-bulk configuration, we needed to extract the potential function U(P )

and the capacitance Cch. We employed two different fitting methods; one is faster,

the other is more accurate.

The first fitting methods relies on a linear drop property of the potential function,

i.e. U(P (x)) = kx+ b. Moreover, if we set the outlet pressure to zero, we’ll arrive at:

U(P (x)) = kx =
Q(Pinlet)

Lchannel
x, (3.1)

where Q(Pinlet) is the flow rate given the inlet pressure and Lchannel is the length of

the channel. The second quantity is easy to check by assigning x to 1: we’ll get the

definition of the potential function.

From the simulation, we obtain the p(x) curve and the value of Q. Since the p(x)

is monotone, we can invert the function to get x(p). If we substitute x with x(p) in

(3.1), we arrive at:

U(p(x(p)) = U(p) =
Q(Pinlet)

Lchannel
x(p).

The equation provides a straightforward way for fitting the potential function:

1. Simulate a long channel with some Pmax as the inlet pressure and 0 as the outlet

pressure. The value of Pmax is the maximum pressure to be used in the design

(e.g. 20psi).

2. Extract the values of Q and the p(x) curve as a set of (x, p) data points.

3. Do a polynomial fit x̂(p) of x(p) function given the data points. Then Q(Pinlet)
Lchannel

x̂(p)

will be the polynomial approximation of the potential function.

While the result of the procedure is an approximation, by selecting the degree of the

polynomial, we can achieve any given accuracy. Thus, we used the terms potential
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function and polynomial approximation of the potential function interchangeably.

To fit the Cch, the channel’s linear capacitance, we extract the cross-section area vs

the x coordinate and substitute x with p(x) to get the (S, p) data points. Then we

fit the points with a linear function, and the resulting slope is Cch.

While this simulation method is fast (the simulations typically take about 10 minutes),

it suffers from simulation inaccuracy; at high pressures the deformations of the inlet

surface is significantly different from that of the outlet. This deformation causes the

simulator to violate the mass conservation law: difference between the inlet and the

outlet flow rates may be up to 25%. This effect is especially strong in simulations of

rectangular shaped channels, since higher pressures round the channels. While the

flow mismatch can be diminished by refining the channel’s mesh, we weren’t able to

achieve significant reductions because the simulation quickly becomes memory-bound.

A method that addresses the flow mismatch issue consists of measuring the flow rate

at a small fixed pressure difference, but at various pressure offsets:

Pinlet = Poffset + δP and Poutlet = Poffset,

where δP << Poffset. Under these boundary conditions, the flow rate will be:

Q = U(Poffset + δP )− U(Poffset) ≈ U ′P (Poffset)δP.

In other words, we measure the derivative of U(P ), rather than U−1(P ) as in the

other method. In this way, the fitting procedure is:

1. Run a set of simulations with the Poffset parameter ranging from 0 to some

Pmax (e.g. 200 kPa).

2. Extract the Q vs Poffset curve as a set of (Q,P ) data points.

3. Fit the polynomial approximation
∑i=n

i=0 kix
i to the data points. Then, 1

δP

∑i=n
i=0

ki

i+ 1
xi+1

will be the desired polynomial approximation of the potential function.
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Fitting of the Cch can be done in the same way as before or one can extract the V vsP

curve and perform a linear fitting.

3.2.4 Channel’s characteristics

Figure 3.12: Potential function of a 100µ wide and 10µ tall rectangle flow channel
fitted by three different methods. Inverse function and derivative methods both give
similar results; the hydraulic radius approximation is pretty close too.

Besides the described fitting methods, we also used Poiseuille’s law with an ap-

proximated hydraulic radius:

Rh =
2A

P
,

where A and P are area and perimeter of the channel’s cross-section. Resulting curves

for the three methods are shown in Figure 3.12. Both fitting methods produce similar

results, which are not far from the hydraulic radius approximation. The discrepancy

between the two methods increases at higher pressure and/or lower shear moduli, i.e.
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where the deformation of the cross-section becomes significant and the mass is no

longer conserved in the simulation. The Poiseuille’s approximation works better for

tear drop shaped channels, since their cross-section is closer to a circle. Same goes

for rectangular channels at higher pressures (see also Figure 3.11). 3

For an 80µ× 10µ (W x H) rectangular channel, a potential function looks like:

U(p) = 0.4
( p

pmax

)3
+ 1
( p

pmax

)2
+ 0.6

( p

pmax

)[nl
s

]
,

where pmax = 100kPa. It is clear, that the function is monotone and is non-linear;

the 2nd and the 3rd coefficients are significantly greater than zero.

Another interesting property of the potential function is its convexity. Consider the

derivative U ′P (P ) of the potential function. Its physical meaning is the flow rate

between pressures P + dP and P . As we increase the pressure offset P , the cross-

sectional area increases, so does the flow rate; therefore the U ′′P ≥ 0 and U(P ) is

convex.

Figure 3.13 demonstrates the behaviour of the potential function for different shear

moduli of the PDMS bulk. Lower shear modulus corresponds to softer material,

and therefore a more non-linear potential function. The degree of the polynomial

approximation can be up to 5 for lowest shear moduli. Rigid channels’ have quadratic

potential functions, or equivalently linear U ′P (P ), which is the small deformation case

we mentioned in the introduction (see Figure 3.1). Unlike shear modulus, height

and other parameters defined chip-wide (or region-wide, but at a cost), width can

vary segment-wise, since masks are 2d drawings. This fact makes width a parameter

that requires deeper investigation. Figure 3.14(a) depicts how U(P ) changes with

the width W of the channel. When normalized to the maximum flow rate, potential

functions don’t differ significantly from each other (while the maximum flow itself

varies). This fact gives rise to a question, whether it is possible to decouple the

3When we used a special hydraulic radius formula for the rectangular shaped channel, the mis-
match between the Poiseuille’s approximation and the simulation was less than 2%. Unfortunately,
the approximation holds for pressures close to 0 only.
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Figure 3.13: Potential functions for different values of the initial shear modulus. The
higher is the modulus, the more rigid is the PDMS, the more linear is the potential
function (absolutely rigid channels have linear potential functions).

Figure 3.14: Normalized to the maximum flow rate potential functions for different
channel widths (a) and a log-log plot of the 50µ function vs other potential functions
(b). The log-log plot shows how U(P ) scales with the width.
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Figure 3.15: Plot of the errors resulting from using a single potential function (U50µ)
approximation for all widths.

potential function from the width:

U(P,W ) = Û(P ) ˆQmax(W ),

where Qmax(W ) is the maximum flow rate. Using this form, we can rewrite the flow

rate equation:

QR(W,L) = ∆U,

where R(W,L) = L/Qmax(W ). This transformation allows us to model a network

of channels of different widths via a set of linear equations by a simple change of

coordinates P → U(P ).

First, consider a plot of log(U50(P )) vs log(UW (P )) (see Figure 3.14(b)), where W 6=
50µ. The straight lines on the plot can be expressed in the following way:

log(U(P,W )) = k(w) log(U50(P )) + b(w),
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where k(w) and b(w) are the slope and the offset of the corresponding lines. Fitting

the curves showed that k(w) = 1± 0.03% and b(w) = α log(w), where α depends on

other parameters of the channel. If we exponentiate both sides of the equality, we

arrive at:

U(P,W ) ≈ U50(P )wα.

In Figure 3.15, relative approximation errors are shown to be less than 25%. However,

the distribution is skewed, suggesting there’s a better choice of parameters. Besides

α, we can also choose which UW (P ) to use as the baseline potential function. Instead

of selecting the W, we’ll fit a Û(P ) function such that:

U(W,P ) ≈ Û(P ) ∗ wα.

First we sample the equality at some pressure set {Pi} and take logarithms of the

Figure 3.16: Histogram of the relative errors of the potential function approximation
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both sides yielding:

log(U(W,Pi)) ≈ log Û(Pi) + α log(W ).

The minimization of the error problem has a closed form solution, since the approx-

imation is linear. The resulting error distribution shown in Figure 3.16 isn’t skewed

and the error is less than 11%.

This approximation has two important implications. Since we can approximately

decouple P and W , the flow rate equation is transformed into:

∆U(P ) = Q
L

Wα
= QR(L,W ),

where U(P ) is some base-line potential function. Therefore, for a network of chan-

nels with the same global properties (i.e. height, shear modulus, shape and type of

channel), we can fully substitute P with U(P ) and treat it as a network of constant

resistors under potential U .

Another important consequence of this approximation is that the expression of the

resistance R(L,W ) = LW−α is a monomial. This fact enables us to use a geometric

programming framework help optimize designs.

In contrast to the resistive characteristics, the capacitive ones are much simpler. A

typical cross-section area vs pressure curve is shown in Figure 3.17. The near linear-

ity of the curve (with a small exception at the origin) justifies the constant capacitor

approximation in our compact model; since the area is linear in pressure, so is the

volume Vseg of the cone section. The V ′P (P ) derivative equals to the product of seg-

ment’s length and linear capacitance of the channel, i.e. the slope of the S(P ) curve.

The linear capacitance Cch isn’t sensitive to the height of the channel, since the side

surfaces of channel have small area (compared to the top and bottom ones) and don’t

deform that much. The Cch vs shear modulus is shown in Figure 3.17. Naturally,

lower moduli result in higher capacitances due to higher deformations.

For the same reasons as in the resistive analysis, we’re interested in the C(w) function.
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Figure 3.17: Cross-section area vs pressure vs shear modulus family of curves. More
rigid channels deform less and therefore have lower area vs pressure curves.

Figure 3.18: The log capacitance is linear in log width, therefore capacitance is a
power function of the channel’s width
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The logC vs logw in Figure 3.18 is a straight line, therefore C(w) = C0w
β, where β

is a characteristic of the channel. The C0w
β expression is a monomial and so is the

expression of the timing constant τ(w, l) = RC = wβ−αL. We will use this equation

to model timing in the RC-networks using the geometric programming framework.

3.2.5 Transient analysis

So far, we have talked about modelling channels in a stationary regime, i.e. where

pressure and flow rates do not change in time. While being very important for flow

channels, it is not sufficient for control channels. These channels have blocked ends,

so have only trivial stationary regimes, constant pressure and no flow. For these

channels, we are interested in the transient response, i.e. when pressure and flow

rates change in time. In this section, we’ll validate the derived compact model of the

channel using COMSOL, then analyze and simplify the model.

As it was mentioned earlier, the equivalent circuit of a channel is a series of Π-sections

(see Figure 3.4). The capacitor is the ingredient that enables transient modelling (w/o

capacitors, all changes are immediate).There are still a few questions we need to an-

swer for our compact model. First, we need to determine the number of sections

sufficient to accurately model timing. Being irrelevant for stationary regimes, the

number of sections defines the order of the volume approximation (see Figure 3.3).

The other question is whether an RC network is a sufficient model for transient be-

haviour? Capacitors model the ability of the channel to accumulate volume, but

there are other physical effects, like the inertia of the fluid4, that may influence the

channel’s transient behaviour.

To answer these questions, we simulated switching of a long control channel using

both FEM and our compact model. A natural choice for circuit simulation is any

tool from the SPICE family5. In the SPICE language, the model of the channel took

4In particular, fluid’s inertia prohibits instantaneous changes in flow rate. An appropriate way
of modelling inertia is adding a inductance.

5In our research, we used an open source simulator called ng-spice.
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Figure 3.19: Pressure response to a square pulse (red) of the finite element and
compact models of the channel simulated in COMSOL and SPICE respectively. The
inlet pressure was almost instantly (∆t = 10−3s) turned on at t = 0s and turned
off at t = 2s. The relative error between the curves is less than 2%. One of the
prominent features of the transient behaviour is charge-discharge asymmetry.

a dozen of lines of code. Although, the simulation require solving non-linear differen-

tial equations, the potential function form of the non-linear part resulted in a small

run time; typically less than 10 seconds for a single channel, while it took hours for

COMSOL to converge.

The simulation set up consisted of the same long channel (see Figure 3.5) having one

inlet and sealed at the end. In the equivalent circuit, the inputs were connected to

the voltage source and the output was open. We have also chosen a large number
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of Π-sections (≥ 50). In the experiment, we studied the response of the channel to

switching the pressure on and then, after the flow stops, switching it off. We mea-

sured the pressure at the sealed end as the function of time. The resulting curves (see

Figure 3.19) show a very small mismatch (below 2%) between the models. The result

implies the absence of the inertia effect6 as well as validates the constant capacitance

approximations for large number of segments.

An interesting effect revealed by the simulation is the charge-discharge asymmetry;

Figure 3.20: Schematic explanation of the charge-discharge asymmetry. The channel
charges through a low-resistance segment (green, a) and discharges through high-
resistance segment (red, b).

the process of pressurizing the channel to some high pressure takes significantly

smaller amount of time than the depressurizing process. This effect is caused by

the non-linearity of the resistor. Moments (about 1/20 of the charging time) after

the inlet pressure is turned on, the sealed end is still unpressurized, but the region

close to the inlet is already deformed and has reduced resistance (see Figure 3.20).

The region of lower resistance is increasing as more fluid is coming into the channel.

Therefore the charging of the channel happens through a constantly decreasing resis-

tance.

An opposite behaviour is observed in a depressurizing channel see Figure 3.20). The

first region to shrink after the pressure is turned off is the inlet section. The fluid

has to escape through an increasing resistance of the inlet, making the discharge time

6In cases of very small ramp time < 10−5, we’ve seen pressure oscillations that can’t be explained
by RC network alone. However, both their amplitude and duration were insignificant compared to
the maximum pressure and charging time respectively. Finally, such switching times are also hard
to achieve in real settings.
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higher than the charge time.

Although the simulation of a single channel was pretty fast, the runtime increases

Figure 3.21: Simulated charge curves of a control channel for different number of
Π-sections. While 10 sections are sufficient for accurate modelling, 2 sections provide
a good approximation and even 1 sectioned model isn’t terribly off.

dramatically with the number of channels in case of a microfluidic network simula-

tion. To establish the dependence between the approximation error and the number

of segments, we ran a series of simulations varying this number.

Figures 3.21 and 3.22 show the effect of the reduction of the number of segments

on the model’s quality. For the switch-on curve, 10 sections are as accurate as 50

sections. A 5 section model introduces very little error, on the order of 5%. While

a single section model gives a significant mismatch in the first half of the curve, it

is pretty adequate in the second half. The main difference between the curves is the
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Figure 3.22: Simulated discharge curves of a control channel for different number of
Π-sections. Single sectioned model is almost as accurate as the 10-sectioned one.
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length of the initial zero pressure region, where all the flow charges the intermediate

capacitors, not the last one.

The switch-off experiment (see Figure 3.22) demonstrates negligible difference be-

tween models with different number of sections. The reason for that is the discharge

process is much less abrupt than the switch-on, therefore it doesn’t require as much

distributed capacitors for accurate modelling.

While we know that a 1cm long tube doesn’t require more than 10 section model, the

question is, how does this number scale with the length of the channel. The answer to

the question is it doesn’t; given the number of section, the relative mismatch will be

the same regardless of the length. This property is a result of the fact that potential

function scales linearly with channels length, therefore the cone section approxima-

tion of the channel’s volume will have a constant relative error.

In practice, this fact means that as long as the operating time scale is bigger than the

Figure 3.23: A large mismatch between a 1-section and 10-section models (left) in-
duced by a fast modulated pulse input (right). The error is caused by a poor accuracy
of the single section model at the moments after the pressure is turned on.

charge-discharge time constants, it’s safe to use a 2 or even a single section model.

However, due to the limited accuracy of these extremely reduced models at t’s close

to zero (see Figure 3.21), there are ways of constructing a pathological input signal

that results in a large mismatch. Such a signal is shown in Figure 3.23, where a fast

and asymmetric pulse causes significant mismatch between a single sectioned and a
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full model. A circuit with 5 sections, however, produces very accurate results, which

is a very typical for all input signals and channel configurations we’ve tested.

So far we have learned how to build accurate channel’s models for both stationary

and transient regimes. In some cases, however, we don’t need to know the exact p(t)

but only some of its properties. One such case is timing analysis. After a pressure

is turned on, some amount of time is required for pressure to propagate through the

control channel to a valve and valve doesn’t seal the flow channel until it’s pressurized

at some pseal pressure. Let’s call the time it takes the channel to deliver the required

pressure Tclose. Similarly, Topen is an amount of time the valve is still closed after the

pressure is released. Turns out, to get these timing numbers, you don’t even need to

run the circuit simulation. You can estimate these delays from the RC time constants

of a linear RC network.

One can understand why the linear model works through a simple dimensional anal-

Figure 3.24: A single Π-section model of a control channel. R and C are its resistance
and capacitance respectively. Q(t) is the current flow through the channel and V (t)
its current volume. Pi(t) and Po(t) are the inlet and sealed end pressures respectively.

ysis of the problem. Consider a single section model of a channel, consisting of a

resistor and a capacitor (see Figure 3.24). Kirchhoff’s laws applied to the flow circuit
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yield:

Q(t)R = V̇ (t)R = U(Po(t))− U(Pi(t)),

V = CPo,

where V is volume of the channel, Q = V̇ is the flow rate, a time derivative of the

volume function, Pi and Po are inlet and sealed end pressures respectively, and C and

R are channel’s capacitance and resistance. When combined, the two equations yield:

RC
dPo(t)

dt
= U(Po(t))− U(Pi(t)).

Since we’re interested in modelling switching responses, Pi(t) is the Heaviside function

and so is U(Pi(t)). Suppose, we know the solution P ∗(t) to this differential equation.

What happens if we time scale it by a factor of γ? Its derivative will be:

dP ∗(γt)

dt
= γ

dP ∗(γt)

d(γt)
,

but since P ∗ is a solution,

dP ∗(γt)

dt
= γ

dP ∗(γt)

d(γt)
= γ

1

RC
(U(P ∗(γt))− U(Pi(γt))),

where U(Pi(γt) is still a Heaviside function, because it’s invariant to time stretching.

Putting it all together, we arrive at:

γ

RC

dP ∗(γt)

dt
= U(P ∗(γt))− U(Pi(γt)),

i.e. P ∗(γt) is a solution to the original problem, where RC is scaled by a factor of 1/γ.

Finally, because the P ∗(t) is a monotone function, the threshold hitting times Tclose

and Topen are both linear in RC. Moreover, the same argument can be extended [28] to

a series of Π-sections, meaning that we can use a linear resistor (with an appropriately



CHAPTER 3. COMPACT MODELLING OF SOFT-LITHO MICROFLUIDICS 51

chosen resistance) to model the switching process in a control channel7.

For an arbitrary network of channels, however, the time scaling approach becomes

Figure 3.25: All possible topologies of a 4-edged tree with a dedicated inlet node (big
dot). They include (left to right) one single tier, four 2-tier, three 3-tier and one 4-tier
tree.

an approximation (so called single time constant approximation). To investigate the

approximation error, we generated all possible control tree structures with a fixed

number of segments (see Figure 3.25 for an example of a 4 edged tree). Then we

simulated switching on and off processes for both compact and linearized compact

models of all tree topologies.

The resulting histogram of relative mismatches is shown in Figure 3.26. For the

vast majority of cases, the linearization error is less than 5%, and more than half the

cases have about 1% mismatch. The maximum error is, however, large – about 50%.

Such errors occur in significantly skewed trees (see Figure 3.27). The explanation of

the behaviour is similar to that of charge-discharge asymmetry; the smaller branch

7The values of R and C would be different for the positive and negative edges due to charge-
discharge asymmetry.
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Figure 3.26: Histogram (on a log scale) of relative mismatches between non-linear
and linearized models of all possible tree structures of length 8. Most of the cases
have < 5% linearization error. The maximum error is however as much as 50%.
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Figure 3.27: A skewed (or unbalanced) tree (left) and its charging curves (right)
simulated with non-linear and linearized models. The charging curves are pressure vs
time measured at the output shown by the red dot. The non-linear compact model
shows 2x smaller threshold hitting time (blue line).
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has lower resistance and gets charged first, but the channel’s expansion amplifies the

effect.

Several aspects of the microfluidic design, however, can mitigate the severity of the

maximum mismatch. First, the linearized model always overestimates the rise time,

i.e. the timing is conservative. Next, we’re typically interested in state switching

times, i.e. max Ti over all closing (or opening) times Ti. Linearization doesn’t

introduce significant (> 5%) errors to this timing constant. Finally, such unbalanced

control structures are rarely used and can be avoided by various balancing design

techniques, such by moving the inlet closer to the tree’s center.

A channel is the most used device in microfluidics (some chips even consists of channels

only). In this section, we learned a number of approaches to the analysis of the

channel. We characterized the channel using finite element modelling, we constructed

a very simple, fast and accurate circuit-based compact model. We reduced the model

even further for simple and insightful analysis of networks of channels; flow networks

can be modelled via a set of linear equations and timing of the control trees can be

modelled analytically. In the next section, we’ll develop a compact model for valves,

which will allow us to analyze and synthesize complex microfluidic structures up to

whole chips.

3.3 Valve

In a general sense, a valve is a microfluidic device that controls the flow through chan-

nels. The control ranges from altering the flow rate to sealing the channel completely.

While there are many types of microfluidic valves8, we’ll focus on push-down valves

only, since it shares the same basic principle with the others.

A push-down valve is a structure that occurs on an intersection9 between a tear-drop

shaped flow channel and a control channel (see Figure 3.28). It is called push-down,

since the excess of the control pressure pushes the ceiling of the flow channel against

8Although we leave hybrid devices, like electro-fluidic valves outside the scope, the equivalent
circuit modelling approach that we use is applicable to them as well.

9one channel goes above or below the other one.
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Figure 3.28: A push-down valve as an intersection between a flow (red) and a control
(blue) channels. The flow channel has a tear-drop shape and is below the control line.
A reversed channel order results in a push-up valve, where the floor of the flow line
is pushed towards its ceiling by the control pressure.
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Figure 3.29: Slices of a pressurized push-down valve along X (top) and Y (bottom)
axis. The flow channel is almost completely blocked. Maximum deformation of the
channel is achieved closer to the center of the control channel.
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its floor either partially obstructing or completely blocking the flow (see Figure 3.29).

Since a valve is basically a segment of a channel with adjustable (and controllable)

cross-section, we can use the same modelling approach we used for channels; again, we

started with COMSOL-based characterization. The simulation set up didn’t deviate

from that of the channel, except for few details. First, we didn’t model long channels,

since the valve’s dimensions are bounded unlike the channel, which can be arbitrary

long. Therefore, the chunk of PDMS was only 300µ× 300µ for a 100µ× 100µ valve.

Similarly, the chunk wasn’t as tall as in the channel’s model for the main process

happens between the channels.

Next, we used a generic tetrahedral mesh instead of a simplified swept one, since the

geometry of the chunk isn’t extruded (it loses the property when we add an orthogonal

control channel to the existing flow one). Although this resulted in a more complex

mesh, the simulation speed wasn’t significantly compromised due to a smaller overall

size of the model.

Finally, in addition to all the constraints from the channel’s model, we introduced

the contact pair constraint between the surfaces of the flow channel, prohibiting the

propagation of the channel’s ceiling beyond its floor. While making the model con-

sistent, the constraint has its toll on the simulation speed; the larger is the contact

area (see Figure 3.30), the longer it takes to converge. In practice, it resulted in an

exponential slowdown.

Another issue with the contact pairs was inaccuracy at higher pressures caused by the

dead volume near the edges of the flow channel. This side effect was responsible, for

example, for non-monotonicity of the flow rate vs control pressure curve (see Figure

3.32). As the result, there was no use in running the simulation beyond a certain

control pressure threshold. In practice, the stopping criterion was the 100x drop in

the flow rate.

The equivalent circuit of the valve’s compact model is shown in Figure 3.31. As in

the channel’s model, the circuit reflects both conductive and capacitive phenomena,

modelled by capacitors and a resistor respectively. The former effect is the drop of

the valve’s conductance caused by the increase of the control pressure. The capacitive
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Figure 3.30: 3D displacement map of a 55µ-thick valve for a range of control pressures.
At 30kPa, the membrane is significantly deformed, however, the ceiling doesn’t touch
the floor of the flow channel yet. At 40kPa the contact has already occurred, the
white region depicts the contact area. Next, the contact area expands towards the
sides of the channel, and causes its complete obstruction at the threshold pressure
of 60kPa. After 60kPa the expansion of the contact area is aligned with the flow
channel direction. It doesn’t cause any changes in valve’s resistance, but still affects
its volume.
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Figure 3.31: Equivalent circuit of a valve (left) and the valve’s cross-section (right).
The circuit consists of two non-linear capacitors, representing the parts of the mem-
brane, and a resistor, controlled by the pressure at point c. The flow channel is
connected to terminals i and o, and the control line is connected to c.

effect is the volume displacement induced by the excess of the pressure.

Clearly, both effects are non-linear; while increasing the control pressure, the flow

stops at some point, so does the expansion of the valve’s membrane. Therefore, both

the resistance Rch and the capacitance Cm are function of the pressure Pc.

At higher control pressures, the resistance is effectively infinite, and the flow part

of the valve is divided by the membrane wall into two independent parts (see Fig-

ure 3.31, right). The displaced volume therefore can be different, depending of the

pressures Pi and Po. To model this effect, we introduced two capacitors that share

the charge at lower control pressures (i.e. when Rch is a short) and are decoupled at

higher pressures (when Rch breaks the circuit).

In this way, the compact model of a valve is defined by the Rch(Pc) and Cm(Pc) func-

tions. To characterize a valve, we simulated the valve varying the control pressure.

For each pressure value, we extracted the hydraulic conductance of the flow channel

as well as its volume.

Figure 3.32 shows the cross-section area in the middle of the valve (i.e. in its nar-

rowest part) vs the control pressure. It can be partitioned into three nearly linear

regions. In the green one, the membrane expands inside the flow channel, but doesn’t

touch its floor. In the yellow region, there’s a contact between the channel’s surfaces

that blocks the flow completely in the red region.
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Figure 3.32: Cross-section area of the narrowest part of the flow channel vs control
pressure of the valve. The curve shows three distinct linear regimes; no contact
between the floor and the ceiling (green), partial contact (yellow) and full contact
(red), i.e. full flow obstruction.
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Figure 3.33: Volume of the flow channel under a valve vs control pressure for mem-
branes of different thickness. The dependence is almost piece-wise linear with two
linear segments. The increase in the membrane’s thickness moves the knee point to
the right. At higher pressures, however, the curves get close to each other, since the
valve closes and the expansion of the membrane doesn’t depend on its thickness.
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Figure 3.34: Channel’s hydraulic conductance vs control pressure for membranes of
different thickness. The curve is well-approximated by a 3 stage piece-wise linear
function (blue dotted line). Thicker membrane makes it harder to seal the valve,
scaling the curve to the right.
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The hydraulic conductance vs control pressure curve shown in Figure 3.34 is consis-

tent with the cross-section one. It also has three regions corresponding to the similar

pressure ranges. As the result, the (Rch(Pc))
−1 = Gch(Pc) can be approximated with

a piece-wise linear function (see a blue dotted line in Figure 3.34):

G(P ) = α
[
1− P

P0

]
+

+ β
[
1− P

P1

]
+
,

where

[x]+ =

0, if x ≤ 0

x, otherwise
,

P0 is the pressure of the contact (1st knee of the curve) and P1 is the pressure at

which the channel is blocked (when the curve hits x axis).

Figure 3.34 shows the dependence of the hydraulic conductance curve on the thickness

of the membrane (i.e. the distance from the ceiling of the flow channel and the floor

of the control channel). Thicker membrane requires more control pressure for the

same displacement, therefore the 55µ curve is strictly to the right of the 40µ and 30µ

ones. Accordingly, the cut-off pressure is higher for valves with thicker membranes.

In Figure 3.33, the volume of the flow channel is drawn against the control pressure

of the valve. Similar to the conductance curve, the dependence can be approximated

by a piece-wise linear function with two regions. In the first one, the membrane goes

all the way to the floor of the flow channel, and expands to its sides (see Figure 3.30,

30− 60kPa). In the second region, the contact area reached the sides, it expands in

one direction only, reducing the slope of the v(p) curve (see Figure 3.30, 60−90kPa).

Although not shown on the plot, at higher pressures the curve will converge to a

value, corresponding to the full displacement of the valve’s volume. The capacitance

of the membrane, a derivative v′(p) is, therefore, a piecewise constant function:

Cm(P ) =

C0, if P ≤ Pm

C1, otherwise
,
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where Pm is the control pressure at which the contact area reaches the sides of the

flow channel, and C0 and C1 are the slopes of the function in the first and the second

regions respectively.

The v(p) dependence on the membrane thickness is also shown in Figure 3.33. Similar

to the g(p) curves, the v(p) functions for 55µ are to the right of the others. The knee

point moves down and right as the thickness increases; by the time the contact area

expanded to the sides of the channel, more volume is displaced by the valve.

So far, we learned how to construct compact models of microfluidic channels and

valves derived from a detailed FEM simulation. Having an electrical circuit form,

these models can be easily combined into networks to model a real chip. The approach,

however, has a number of potentially weak points; first, the derivation was based on a

set of assumptions that might or might not hold in reality. And secondly, the charge-

based model of the interactions between the basic devices can be insufficient. The

compact modelling approach, therefore, requires an experimental validation in real

life settings.
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3.4 Validation

To validate our compact modelling approach, we used two sets of experiments. In

each set, we measured the pressure or flow rate response of a chip to pressure stimuli

and compared to the response of the corresponding model. We assess the simulation

error as the difference between the two responses. Although we didn’t aim at an

absolutely correct model, the resulting error didn’t exceed 15% in both sets of exper-

iments.

In the validation process, we used two microfluidic chips. The first one, a mammalian

cell culture chip used in Stephen Quake’s lab at Stanford University, featured long

control channels. We used it to check the compact model of the channels. We de-

signed the second chip to validate the peristaltic pump model, a device that contains

both channels and valves.

3.4.1 Long channels

Figure 3.35: Mammalian cell culture chip used for validation of the channel’s model.
The chip uses a demultiplexer to route cells into individual chambers. Due to large
chip dimensions, the multiplexer has very long (up to 25mm) control channels, one
of which is highlighted with a blue color. During the measurement, we monitored the
last channel of each valve to assess the pressure at the end of the channel.
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The mammalian cell culture chip is shown in the Figure 3.35. Its main function

is to build certain cell concentrations in each of the 96 chambers. The chip utilizes a

demultiplexer that routes the cells into the chambers. Due to the larger size of mam-

malian cells, the reaction chambers are big and so is the chip. The demultiplexer’s

control channels are long (up to 25mm) and are perfect candidates for the validation

process, since on one hand the slow pressure changes are easy to capture, on the other

hand we can learn the model’s accuracy on bigger scales.

Similarly to the transient validation in COMSOL, in this experiment, we aimed at

measuring the step response of the channel. The pressure in a particular point of

a channel can be measured in an invasive manner, e.g. using an external pressure

sensor, or in a non-invasive one, e.g. by embedding such sensor in the chip. We chose

to use the latter method, making valve play the role of the sensor.

By design, each of the demultiplexer’s channels ends with a valve. We used the valve’s

deformation image as a proxy to the control pressure. First, we filled the flow chan-

nel with a dyed fluid (water mixed with food coloring) and the control channel with

transparent one. Then, we fixed the viewing window of the microscope on the valve

(see Figure 3.36, top row) and took its pictures at different control pressures. Next,

we calculated the total intensity (sum of all color components) of each image.

The resulting intensity vs pressure curve is shown in Figure 3.36. The plot has two

important properties; first, the data points are strictly monotone in pressure, mean-

ing that the I(P ) function can be inverted into P (I) and used to assess the pressure.

Secondly, if we approximate the data points with a piece-wise linear function, it will

be similar to the displaced volume of the valve (see Figure 3.33), indicating that the

total image intensity is proportional to the volume of the dyed fluid.

The final step is the actual measurement. During this step, we applied low frequency

square pulses to the inlet and recorded the total intensity of the image acquired from

the microscope camera. Then, we applied the P (I) function to the intensities I(t)

and obtained the response function P (I(t)) = P (t).

Figure 3.37 shows the case of the worst mismatch between the simulation and the ex-
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Figure 3.36: Top row: microscope acquired images of the valve under 0psi (a), 10psi
(b) and 20psi (c). Flow channel contains dyed fluid and a control channel is filled with
transparent one. The valve’s membrane displaces the dyed fluid from the flow channel,
increasing the total intensity of the image. Bottom row: normalized total intensity
vs control pressure plot (d). The curve has a 2-stage piece-wise linear structure that
is typical for a volume curve of a valve.
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Figure 3.37: Case of the worst mismatch between the experimental and the modelled
pressure impulse response of a long control channel.



CHAPTER 3. COMPACT MODELLING OF SOFT-LITHO MICROFLUIDICS 69

perimental data, with an error of about 15%. Expectedly, the mismatch was observed

on the chip’s longest channel. Although the error isn’t negligible, the difference be-

tween the curves have both positive and negative parts of approximately same area,

meaning that the error doesnt accumulate over time.

Now that we’ve tested the channel’s model, we can proceed to a more complex device

comprised of channels and valves, the peristaltic pump.

3.4.2 Peristaltic Pump

Overview

Figure 3.38: Peristaltic pump in action: a portion of dyed fluid (dark blue) is pushed
from the right to the left by the peristaltic pump. The sequence starts from row 1,
goes through row 7 and loops to the second row. In steps 4-6, a portion of fluid is
pulled from the right side by the first and the second valves. In step 7, the portion is
trapped inside the pump and is released to the left in step 3.

The microfluidic peristaltic pump is a device that consists of a flow line with 3

or more valves, each connected to a separate control line (see Figure 3.39). The
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Figure 3.39: Drawing of the peristaltic pump test chip. It has two inlets, one for dyed
fluid and one for transparent flush, and one outlet. The pump pushes coloured fluid
into the round chamber which is observed via a microscope camera. The chamber
filling process is filmed and processed to assess the flow rate.
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device pumps the fluid through the flow channel, mimicking natural peristalsis with

its valves. Although peristaltic pumps are slow (compared to pressure driven flows),

due to discrete control, they allow to accurately measure the fluid. This enables a

chip, for example, to mix reagents in certain ratio and volume with low amounts of

waste.

To make the pump work, the valves open and close in a special order, one of which

is shown in Figure 3.38. The main idea of the sequence is that in each step the flow

channel is divided into two parts by at least one valve. This in turn makes sure that

if another valve opens, it causes an influx from one side only; Suppose, the middle

valve is closed. If we open the first valve (see Figure 3.39,3), the right side of the

channel supplies the necessary fluid to fill the valve’s volume. If we close the third

valve (see Figure 3.38,5), the fluid is pushed to the left.

The pump isn’t very efficient; the fastest it can do is one valve’s volume (on the

order of 0.1nl) per cycle 10. Therefore, the only way to achieve higher flow rates is to

increase the pumping rate (i.e. number of cycles per second). Unfortunately, as the

pumping rate increases, the efficiency of the pump drops.

The decrease in efficiency is caused by delays in control channels; at higher pumping

rates the pressure at the end of the channel doesn’t reach its maximum, resulting in

an incomplete sealing of the valves. This in turn has two consequences. First, the

volume displaced by the valve decreases since the membrane doesn’t go all the way

into the flow channel. Second, a partially closed valve conducts fluid, and therefore

doesn’t fully decouple the flow channel; e.g. if in step 5 (see Figure 3.38, row 5) the

middle valve isn’t fully sealed, the third valve will push the fluid both forward and

backward.

The flow rate should increase with pumping rate at lower frequencies and converge to

zero at higher ones. However, it is non-trivial to reason about the behaviour of the

rest of the curve, given that all elements of the pump have non-linear characteristics.

From the compact modelling perspective, the pump is a very simple device; it consists

10A tight (about 90%) upper bound
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of 4 channels (3 control and 1 flow) and 3 valves. This makes a pump a perfect

candidate for model validation experiments.

Experiment

For the peristaltic pump experiment, we design and manufactured a simple microflu-

idic chip (see Figure 3.39) consisting of a pump, a mixing chamber, 2 inlets and 1

outlet. In the experiment, we assessed the flow rate through the pump vs pumping

frequency. The measurements were done in a fashion similar to the long channel ex-

periments; first we flushed the mixing chamber with clear water from inlet 2. Then

we started filming the chamber while pumping dyed fluid into it. Finally, we com-

puted the flow rate based on the intensity of the image (which we already know to

be proportional to the volume).

Figure 3.40 shows a snapshot of the mixing chamber, as well as the computed inten-

sity vs time curve. This curve has 3 distinct linear regions. The first one, a constant

region, corresponds to the fully transparent mixing chamber. The second segment is

linear in time, indicating the propagation of the dyed fluid into the chamber. After

the chamber is filled with dyed fluid, the intensity stabilizes resulting in the third,

constant segment.

The plot, however, has some subtle details. First, the curve’s second knee is much

more round than the first one. The asymmetry is caused by the non-flat velocity

profile of the fluid (and consequently the dyed front). When the dyed fluid reaches

the end of the chamber, its front is stretched much more compared to that at the

time of entry (see Figure 3.40 (a) and (c)).

Second, the third region is much more variative compared to the first one. While the

chamber is fully filled with dye, the pump is still working causing the small variations

in the volume of the mixing chamber (which as we know has some non-zero capaci-

tance). This in turn causes the oscillations of the total intensity of the image.

Putting it all together, the flow rate assessment procedure goes as following; first we

evaluate intensities Imin and Imax that correspond to an empty and a full chamber

respectively, by averaging the intensities of the first and the third regions. Next,
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Figure 3.40: Top row: raw captured images of the mixing chamber during the pump-
ing experiment. In (a) the dyed fluid had just entered the chamber. In (b) it’s half
way through and in (c) it had just reached the chamber’s outlet. Bottom row: total
image intensity vs time. Dotted lines indicate max and min intensity levels as well
as the linear increase of the intensity over time. Blue letters a, b and c correspond to
the images shown in the top row. At the time point c, the colored fluid escaped the
chamber, but hasnt filled it completely yet.
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Figure 3.41: Simulated and experimental throughput vs pumping rate curves. Sim-
ulation error is less than 15%. The curve’s shapes is typical for microfluidic peri-
staltic pumps and features 4 regions: attack (0− 80hz), decay(80− 110hz), plateau
(110−300hz) and release(300hz and on). The flow rate converges to zero as frequency
goes to infinity.
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we (manually) locate a linear (i.e. with minimal curving) region in the middle and

determine its slope coefficient α. Since we know the volume Vchamber of the mixing

chamber, the flow rate can be calculated as:

Qf = α
Vchamber

Imax − Imin
,

where Qf is the flow rate at some pumping frequency f . The resulting Q(f) curve

overlaid with simulated results is shown in Figure 3.41. The simulation is accurate

with an error below 15%. While missing some local spikes, the simulated curve cap-

tures the overall behaviour of the pump.

Having an attack, decay, plateau and release regions, the characteristic curve shown

Figure 3.42: Pressure at a valve as a function of time for different pumping frequencies.
(a) Normal operation of the pump, valves close and open all the way through. (b)
Valves open and close properly, but the pressure range is reduced. (c) The valve
closes, but doesn’t open completely. (d) Degenerate pump’s operation, worthless
oscillations of the membrane.

in Figure 3.41 is typical for peristaltic pumps. In the attack range of frequencies,

the pump operates in the proper way (as previously described), i.e. all valves close
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and open completely (see Figure 3.42). In this regime, the flow rate increases linearly

with the pumping rate.

As the pumping frequency increases, the charge-discharge asymmetry of the control

channel introduces a non-zero bound on the valve’s control pressure (see Figure 3.41

(b)). As a result, valves fully close and open, but the displaced volume decreases. At

first (before the throughput peak) the effect is compensated by increasing pumping

frequency, making the throughput grow, at lower rates though.

As we further accelerate the pumping, the displaced volume starts to drop much

faster, due to the change in the Vmembrane(Pctrl) slope (see Figure 3.33). Although the

valves are still open and close properly, this negative effect overwhelms the increase

in pumping speed, making the flow rate go down.

The next frequency region changes the operating regime of the pump, in which the

valves do not fully open (see 3.41 (c)). In addition to reducing the volume displace-

ment even more, the effect boosts valve’s resistance, affecting the distribution of the

fluid’s volume inside the pump. The behaviour of the curve in this frequency range

depends on the pump’s parameters and can be pretty complex 11. In general, the

Q(f) function oscillates around a plateau.

Finally, as the pumping rates go even higher, the pump’s performance drops drasti-

cally because of the non-closing valves (see Figure 3.41 (d)). This causes a backflow

(i.e. the fluid goes backwards when it shouldn’t), which increases with the pumping

speed and ultimately negates the flow rate. It should be noted, that in this regime

the pump has the closest behaviour to a natural peristalsis, i.e. when fluid is driven

forward by a smooth wave of channel’s deformation.

The good agreement between our simple compact model and the measured results,

gives us confidence in the model prediction. Thus the compact modelling approach

becomes a powerful instrument for simulation and analysis of microfluidic devices

(made of valves and channels). The parameterization of the model allows us to do

sensitivity analysis as well as local optimizations of a device or a whole chip. Turns

11The region also has the highest experiment-simulation mismatch, most likely due to second order
effects not included into the model.
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out, because of the analytical simplifications done to the channel’s model, it is pos-

sible to do efficient and provable global optimizations via geometric programming

framework, which are described in the next chapter.



Chapter 4

Synthesis

4.1 Optimization background

The vast majority of design problems involve constrained optimization, i.e. reducing

cost (time, space, energy) subject to certain requirements, in one way or another.

In VLSI design, such optimizations include minimizing the area of a chip subject to

timing and energy constraints or minimizing total wire-length subject to design rules,

to name a few. It is not surprising, that many of the microfluidic design problems

can be framed this way.

Microfluidic chips are area constrained (they should fit on a die), and time constrained

(experiments should be done in a reasonable time). Design rules, like minimal distance

between the adjacent channels, introduce constraints on valid solutions. Depending

on the chip goals, any of the said parameters can play a role of a cost to be minimized.

For example, if we want to have as much chips on a die as possible, the area becomes

such a cost. Or if we are to perform as many experiments as possible, we’ll minimize

the operation time of the chip.

Regardless of the origin and application area, any optimization problem can be framed

78
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Figure 4.1: A convex function f(x). A segment connecting two arbitrary points on
the (x, f(x)) curve, (x1, f(x1)) and (x2, f(x2)), is above the curve itself.

as:

minimize f(x),

subject to x ∈ G,

where f(x) is a cost function, x is a vector of design variables and parameters, and G is

a set of feasible design points (e.g. where design variables satisfy all the constraints).

In general, optimization problems are hard to solve, requiring an exhaustive search

through the feasible set, ending up with an exponential execution time. Although

certain optimization problems can be solved via heuristic algorithms in reasonable

time, such an approach generally doesn’t guarantee optimality. However, there is a

class of optimization problems, called convex problems, that allows for relatively fast

convergence to a provably optimal solution. [29]
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One of the possible ways to define a convex optimization problem is:

minimize f(x),

subject to

g0(x) ≤ 0, g1(x) ≤ 0, · · · , gn(x) ≤ 0,

h0(x) = 0, h1(x) = 0, · · · , hm(x) = 0,

where the functions f(x) and gi(x) are convex, and all hi(x) are linear. A function

f(x) is convex if for any two points x1 and x2 a segment (x1, f(x1))− (x2, f(x2)) lies

above the function f(x) (see Figure 4.1).

Although it is trivial to prove convexity of functions of one variable like f(x) = x2

or f(x) = ex, in general, convexity checking of functions of multiple variables using

a definition alone requires significant effort. Fortunately, there is a set of functions

composition rules that preserve convexity, e.g. a sum f(x) + g(x) is convex if both

f(x) and g(x) are convex. This is also true for max(g(x), f(x)) and f(kx+b), however

convexity of f(x)g(x) or f(g(x)) isn’t guaranteed.

This idea is used in disciplined convex programming (DCP), a framework, that au-

tomatically recognizes and solves a convex optimization problem, if the functions are

constructed of some primitive convex functions (like x2 or ex) abiding the said rules.

Solvers based on the framework (e.g. CVX) are very efficient and robust. Moreover,

besides the optimal solution, they also produce a certificate of global optimality. In

terms of design, it means that if we manage to formulate a design problem in a sym-

bolic way following DCP rules, we’ll be able to obtain a provably optimal design that

satisfies all the constrains.

Unfortunately, the analytical simplification of the microfluidic compact model involves

non-convex functions, (e.g. Elmore’s delay isn’t convex). However, an extension of

the convex programming called geometric programming [30] is a perfect fit for all the

functions.
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A general definition of a geometric optimization problem is:

minimize f(x),

subject to

g0(x) ≤ 1, g1(x) ≤ 1, · · · , gn(x) ≤ 1,

h0(x) = 1, h1(x) = 1, · · · , gm(x) = 1,

x > 0,

where f(x) and gi(x) are posynomials and hi(x) are monomials. A monomial function

is:

hi(x) = k
∏
j

x
αj

j ,

where k is a non-negative coefficient and αj’s are arbitrary numbers and a posynomial

is a sum of monomials. The reason why a geometric program can be efficiently solved

is that it can be transformed into a convex program by a logarithmic change of

variables: yi = log xi. For example, an hi(x) = 1 constraint will turn into a linear

one:

1 = k
∏
j

x
αj

j = k exp(
∑
j

αj log xj) = k exp(
∑
j

αjyj),

which, in turn, is equivalent to ∑
j

αjyj = − log(k),

a linear constraint. In a similar way, it can be shown that the posynomial functions

will turn into convex ones.

For example, Elmore’s delay of a channel as a function of lengths (lj) and widths (wj)

of its segments is a posynomial:

DElmore =
∑
j

kjl
2
jw

αj

j ,
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where kj’s are constant non-zero coefficients. The delay therefore can be minimized

and/or constrained by some non-zero value.

Figure 4.2: Block diagram of the bacteria culture chip: a set of reagent inputs are
connected through a switch to a demultiplexer that can route its input into any round
cell chamber. Colored lines represent a sample path of the reagents through the chip.

4.2 Bacteria culture chip

The bacteria culture chip (BCC) is an array chip for massively parallel study of

bacteria colonies in various environments. The chip consists of a number of fully

addressable cell chambers, capable of holding cell colonies and a set of reagent inputs

connected to a switch that allows combining the reagents in arbitrary ways (see Figure

4.2).

While the range of experiments enabled by the chip is quite large, most of them share

the same schema: first, the cells of different bacteria and concentrations are fed into

each of the cell chambers. Second, they are fed with or exposed to different solutions

and the consequences are being studied. For example, the array is populated with

a drug-resistant strain of pathogenic bacteria. Then, different combinations and/or

sequence of antibiotics are introduced into the array to find out the best way to

suspend the growth of the colonies. Another experiment aims at separating bacteria

in a mixed colony by using various feeding solutions.

Initially, such bacteria studies were done using mammalian cell culture chip that

has the same structure, but features larger cell chambers. While it makes sense for
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experiments involving large mammalian cells, it is inconvenient to study bacteria

colonies in such chambers. The BCC was intended to use much smaller chambers

(200µ) that can fully fit into microscope’s view window at high magnification levels,

allowing observation of the whole colony.

Such a reduction in chambers’ dimensions allowed us to have many more chambers on

a single die, extending the parallelism capabilities of the chip. This increase, however,

comes at a price; more chambers mean larger demultiplexers (that might or might

not fit on a die) and, therefore, longer control and flow channels, resulting in higher

operational delay.

Not only the number of chambers can vary, but also their layout on the chip; for

example, in the mammalian culture chip, the array is divided into two blocks of 48

chambers and 2 demultiplexers each (see Figure 3.35). The bacteria culture chip,

however, isn’t restricted to a particular implementation, making it possible to reduce

the spatial and timing overhead by choosing the right design.

Finally, even when we fix the design of the chip, the dimensions of the channels

aren’t trivial to set in an optimal way. To understand the trade-offs of the design,

consider an instance of the chip with 16 cell chambers (see Figure 4.3). We’ll simplify

the design by assigning the same widths Wf and Wc to flow and control channels

respectively. The delay associated with the propagation of the fluid through the flow

channels is a non-linear function of Wf and Lf , total length of a demultiplexer path:

Tflow = Df (Wf , Lf ) = Df (Wf , L0 +Wdemux + Ldemux),

where Ldemux and Wdemux are the length and the width of the demultiplexer, and L0

is some constant (see Figure 4.3).

The Df function increases in Lf = L0 + Wdemux + Ldemux and decreases in Wf . The

delay caused by the demultiplexer switching is another non-linear function of the

width and the length of the control channels:

Tcontrol = Dc(Wc, Lc) = Df (Wc, L1 +Wdemux + 2Ldemux),
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Figure 4.3: Sample implementation of an 8 chamber bacteria culture chip. Blue and
red lines are flow and control channels respectively. Wc is the width of the control
channels. Wf is the width of the channels directly connected to the chambers, Lmin
is the minimal spacing distance, Ldemux and Wdemux are the total length and width
of the demultiplexer block.
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where L1 is a constant overhead caused by the minimal spacing requirements. The

Dc function increases in Lc and decreases in Wc.

Finally, the width and length of the multiplexer depend both on the widths of control

and flow channels:

Wdemux ≥ 8Wf + 7Lmin,

Ldemux ≥ 3Wf + 6Wc + 8Lmin.

Putting it all together, some of the simple trade-offs are as follows. If we increase the

width of the control channels Wc, the Tc will go down, but the Tf will go up. If we

increase the Wf , the width of the flow channels, we’ll definitely increase the Tc, while

the impact on the Tf will depend on the structure of the Df function.

In the real setting, the trade-offs become much more complex, since each of the

channels can have distinct widths, many more constraints apply (e.g. minimum and

maximum allowed widths) and the real chip has significantly more cell chambers.

To address the complexity of the design space, we developed a synthesis and opti-

mization tool for microfluidic chips that enables us to quickly construct a design out

of parameterized building blocks and to globally optimize its parameters using the

geometric programming framework.
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Figure 4.4: Design rules. S0 is a spacing that is expressed through L0, WL and WR.
S1 is another spacing expressed the same way. Segments labelled 1-4 and 5-12 are
examples of loops.

4.3 GP formulation

The GP model used for design consists of variables, constraints and the cost function.

Variables and constraints are grouped according to their physical meaning. The

groups are geometrical, fluidic flow, fluidic control and delay group. The cost function

is a combination of the delays and/or flow rates and/or volumes.

Geometrical groups represent the layout of the design and deals with dimensions only.

We partitioned the network of channels into straight segments with their lengths (Li)

and widths (Wi) as variables. For example in Figure (4.4), L0 is a segment’s length,

WL and WR are widths, some of the segments are enumerated from 1 to 12.

There are three types of constraints in the group: symmetry, spacing and consistency.

Symmetry constraints are of the form: wi = wj or Li = Lj. In the design, we enforce

alignment of the chambers by making all levels of the distribution tree and the demux

of the same height, e.g. L12 = L6 (see Figure 4.4). To speed up the optimization,
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we also enforced equal width along a level, e.g. W12 == W6 == W5. While being

optional, the simplification leads to a logarithmic decrease in the number of variables.

Spacing constraints ensure there is proper spacing (typically 50µ) between the edges

of the adjacent channels. In Figure 4.4, S0 is a spacing and it is expressed through

the variables:

S0 = L0 −WL/2−WR/2 ≥ 50× 10−6.

Moving all widths to the right hand side makes the expression a valid GP constraint,

a posynomial is less or equal to a monomial:

L0 ≥ 50× 10−6 +WL/2 +WR/2.

The operation is used for all Π shaped structures, like (8,9,10) or (11,12,5) in Figure

4.4.

Consistency constraints make sure all the loops in the network translate into geometric

loops. In a simple case of a rectangle loop (1,2,3,4) (see Figure 4.4), the constraints

are:

L1 = L3 (4.1)

L2 = L4. (4.2)

For a more complex (5-10) loop, the constraints should be:

L12 = L6 (4.3)

L10 = L8 (4.4)

L7 + L9 + L11 = L5. (4.5)

While the equations 4.1 to 4.4 are valid GP equalities (monomial equals to monomial),

the last one is not. It can be relaxed, however, to the form:

L7 + L9 + L11 ≤ L5
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And although the inequality doesn’t guarantee the loop is closed, it actually turns

into equality when optimized. The reason for that is the pressure applied to all of

the lengths to be as small as possible (within the constraints) and keeping L10 larger

than L7 +L8 +L9 is suboptimal. Consistency constraints are produced for all simple

loops, i.e. the loops that geometrically don’t contain other loops within their bounds.

Figure 4.5: Fluidic Kirchhoff’s laws. F0 and F1 are values of the potential function.
R(l, w) is the channel’s resistance, such that F0 − F1 = R(w, l)×Q. Q0, Q1, Q2 and
Q3 are the flow rates such that: Q0 = Q1 +Q2 +Q3

.
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Figure 4.6: Simple path from the inlet to the outlet. The columns are enumerated
from 1 to 9 with respective flow rates Q1 to Q9.

.
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The purpose of the fluidic flow group is to model the way fluid flows through the

channels, and therefore currents are group variables. The constraints of the group

should represent fluidic analogs to Kirchhoff’s laws:

∆Ui = Ri(li, wi)×Qi (4.6)∑
at forks

Qi = 0, (4.7)

where ∆Ui is the potential difference between the ends of the channel i, Ri is the

channel’s resistance and Qi’s are flow rates (see Figure 4.6). Both set of equations

are not valid GP constraints, but can be transformed to become valid.

First, consider an activated demux. In this case, there is only one path from the inlet

to the outlet (see Figure 4.6). So, we can rewrite the set equations (4.6-4.7):

Uinlet =
∑
i∈path

Ri(li, wi)×Qpath, (4.8)

where Finlet is the potential at the inlet (a fixed quantity) and Qpath is the path’s

current. The equation is not a valid GP constraint, but again, it can be relaxed:

Uinlet ≥
∑
i∈path

Ri(li, wi)×Qpath. (4.9)

Since Ri(li, wi)’s are monimials (typically βliw
α
i ), the whole right hand side expression

is a posynomial. Analogous to consistency constraint case, the equation is suboptimal

in the inequality form (as we want Q’s to be as big as possible) and will be turned

into an equality by the optimizer.

Now, consider a distribution tree, when all the flow channels are open and the current

flows through all of them. In this case, we can deduce the direction of the flow

topologically. This can be done by drawing a path from the inlet to the outlet

through the channel segment in question (see Figure 4.6). For any such path, the

flow will have the same direction (from the inlet to the outlet). Therefore, we can
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use positive Qi’s and transform equations 4.7 into:

Qj =
∑

at forks

Qi, (4.10)

where Qj is a flow rate before a fork and Qi’s are flow rates after it (see Figure 4.5).

After simplification, each Qi can be expressed:

Qi =
∑
j

AijQ
c
j, (4.11)

where Qc
j is a chamber column current (e.g. see Figure 4.6 from 1 to 9) and Aij are

positive coefficients. Finally, the set of equations 4.6 can be rewritten and relaxed as:

Uinlet ≥
∑
i∈path

Ri(li, wi)×Qi =
∑
i∈path

Ri(li, wi)
∑
j

AijQ
c
j ∀paths (4.12)

This in turn is a valid GP constraint, since all Aij’s are positive, and it will result in

an equality after optimization for the same reasons as in the demux case.

The fluidic control group models the Elmore’s delay of the control channels. For each

connected network of channels, the relaxed form of the constraint is:

TElmore ≥
∑

i∈network

∑
j∈network

BijCi(w, l)Rj(w, l), (4.13)

where all the Bij are non-negative coefficients and C(w, l) is a capacity of the ith

segment. The right hand side is a posynomial, since Ci and Rj are monomials. The

relaxation is valid, since we want smaller delays and TElmore is suboptimal unless

equation 4.13 is an equality.

A flow delay group models the propagation delay of the flow channels. For the demux

case, the filling happens path-wise, so the delay is:

T demuxi∈path ≥ Q−1path
∑
i∈path

Vi(wi, li),

where Vi(wi, li) is a volume of the ith segment and is a monomial (e.g. height×wi× li
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for a square channel). The inequality is a valid GP constraint and will turn into

equality for the same reasons as in the Elmore’s delay case.

In the case of a general distribution tree, it’s not possible to express the propagation

delay via a posynomial; however it’s possible to bind it above:

Qmin ≤ Qc
i∀i, (4.14)

T treetotal ≥ (NQmin)−1
∑
i

Vi(wi, li), (4.15)

where N is the total number of chambers columns. In other words, this is the time

it will take to fill the whole tree with a smallest current. However, if the tree is a

symmetrical binary one, the upper bound is exactly the propagation delay, since at

all forks all currents are the same.

Now that we modelled all the physics, we can construct a cost function as a posynomial

of any of the group variables. In our case, we wanted to minimize the operational

delay of the chip during the initial cells injection process. For each of the columns,

we repeat the following steps:

1. Switch the demux to address chamber i.

2. Wait until the fluid propagates to the chamber.

3. Switch the demux to the nearest flush line.

4. Wait until the line is flushed.

The resulting cost function therefore looks like this:

minimize
∑

i∈controls

EiT
i
elmore +

∑
i∈chambers

GiT
demux
pathi ,

where Ei and Gi are integers that depend on the configuration of the chip.
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4.4 Synthesis tool

The optimization problem used for cell culture chip features nearly 2000 expressions

and more than 400 variables. Descriptions of such scale are tedious to write, non-

trivial to modify and hard to comprehend. Bringing automation to the process can

make the approach usable.

Fortunately, microfluidic chips quite often have a structure that allows us to assemble

a design using a small number of building blocks and a limited number of operations

on those blocks. For example, the distribution tree of the cell culture chip is com-

posed of tree segments (or forks), connected to each other in a hierarchical manner.

Assay chips, as another example, have an array structure, i.e. there is a single core

block which is duplicated and stacked. Finally, we can take an assay, connect it to

two distribution trees and get almost a full design.

To produce an optimization problem out of a design, we introduce symbolically pa-

rameterized blocks, i.e. block with symbols instead of real numbers. Symbols can

be operated with like normal numbers, but an operation will result in an expression

rather than a number. This allows us to generate constraints and cost functions of

the optimization problem in a relatively straightforward way. For example, if we need

to bind the length of a certain path, the summation of all the channels’ lengths along

the path will give us the expression of the total length.

In this section, we will describe the tool that synthesizes a symbolic design from a

high level description, generates an optimization problem in a symbolic form and

produces a drawing based on the solution of the problem.

4.4.1 Graph representation

The main data structure used to represent a design is a directed graph. In the simplest

case, edges are straight segments of the channels and the nodes are junctions of 2, 3

or 4 edges. Both nodes and edges have attributes. A typical edge has length, width,

layer and direction attribute. The former two can be either a non-negative number

or a symbol; layer is an arbitrary string (e.g. flow1 or control) and direction is one
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Figure 4.7: A simple channel fork; layout drawing (left) and internal graph representa-
tion (right). n1 to n5 are the names of the nodes, arrows are edges and the directions
are shown in red. For example, the (n2,n3) edge represents the left horizontal segment
and (n3,n6) is the top vertical one.

of the u, d, l or r. The latter attribute in conjunction with the target node of the

edge determines the relative positions of the nodes.

Consider a simple fork design in Figure 4.7. Commonly, it used to either split a flow

Figure 4.8: Two possible (right and left) layouts of a graph (in the middle). The
layout depends on the lengths of the channels, specifically, L(n2, n3) > L(n4, n5) for
the left layout, and L(n2, n3) < L(n4, n5) for the right one.

into two, or merge a couple of flows together. The directions of the edges in the graph,

however, do not represent the flow, but the relative positioning only. For example, the

(n1 → n2, U) edge means the segment goes up from n1 to n2, or alternatively, n2 is

on top of the n1. The meaning doesn’t change with full direction reversal: (n1← n2,

D) maps to the exact same thing. In the same fashion, n3 is to the right of the n2

and to the left of n4. Moreover, we can deduce that n1 is to the left of n5 and n6 is

on top of all the nodes.

While in this example, relative locations of all nodes are uniquely determined, it is

not true in general. In Figure 4.8, the layout of the channel graph depends on the
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Figure 4.9: A virtual segment (a dotted line) is used to disambiguate the layout of
the graph. In this case, it is clear that L(n2, n3) > L(n4, n5), since n6, n2, n3, n4 is
a cycle, and, therefore L(n2, n3) = L(n4, n5) + L(n5, n6).

lengths of the wires. To combat ambiguity, we use virtual segments, edges with zero

width and on a special layer (see Figure 4.9). Layout disambiguation is not the only

purpose of the virtual edges; they can supply constraints, e.g. minimal spacing be-

tween edges n5 and n6 in Figure 4.9, or speed up the processing by providing layout

hints to the tool. Virtual edges are also used as ’pins’, i.e. they aid in merging of two

(or more) graphs into a single design.

Similar to the edges, nodes can also carry special attributes modifying their interpre-

Figure 4.10: Special nodes (n1,n2) and corresponding layouts. A splitter (top, n1)
and a reaction chamber (bottom, n2).

tation. One example is a splitter node (n1 in Figure 4.10, top). It translates into

a non-valve intersection of the control and the flow channels. In this case, the node

also has width and length attributes, defining the dimensions of the splits. Another

example is a chamber node (n2 in Figure 4.10, bottom). Its purpose is to represent a

round chamber at the location of the node n2 with a radius, defined by an attribute.

Besides the design graph, the tool also utilizes a layer table and a technology file.

The first table is used for rendering purposes, e.g. which color to use for a certain
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layer. The technology file contains design rules information (e.g. minimum width or

spacing) on a per-layer basis. It also holds the symbolic models for the resistances

and the capacitances of the channels.

4.4.2 Design composition

While it is possible to build a design relying on the graph representation alone (the

tool is agnostic about the source of the graph, as long as it abides by the rules), for

larger designs, it makes more sense not to work on a node-edge level, but use a higher

level of abstraction. In this section, we will show a simple approach to creating large

structured designs using a small set of primitives and instructions.

On this level of abstraction, a primitive is a block, a graph with pins. Pins are edges

Figure 4.11: Binary fork block layout(left) and graph representation(right). Dotted
edges are pins with red labels showing the side attribute: nodes n1 and n5 have a
bottom pins and n3 has a top pin.

with side (indicating the layout side the pin is on), direction and layer attribute.

The purpose of pins is to aid in blocks’ merging, so they don’t have widths or lengths.

The user can apply unitary transformations to the blocks, as well as replicate and

combine blocks together. A binary fork block is shown in Figure 4.11. It has three

pins: one on top and two on the bottom side.

Unitary block operations are rotation, mirroring, filtering and copying. The first

two are geometric transformations, which require modification of the direction and

side (for pins) attributes only (see Table 4.1), keeping the structure of the graph

unchanged. Filtering removes edges (and nodes) that satisfy certain conditions, e.g.

they are on a certain layer. Finally, copying makes a copy of a block keeping the
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U D L R

CW rotation L R U D

CCW rotation R L D U

x-mirror U D R L

y-mirror D U L R

Table 4.1: Translation of direction of an edge for different transformations. E.g. for
an x-mirroring, left and right will swap and both up and down remain the same.

attributes but renaming the node names. Typically, the renaming is just adding a

prefix or a postfix to the name.

Combination of the blocks is a graph join operation, which in general, requires spec-

ifying the nodes to be merged. In our case, however, it is possible to use topology

information and pins to significantly simplify the process. Combination of the blocks

in our framework is done by stacking them side-by-side or on top of each other.

Consider an example shown in Figure 4.12. We start with a binary fork, copied it,

Figure 4.12: Vertical stacking of the two binary forks. One fork is a flipped copy of
the other one. Bottom pins of the top block are matched with the top pins of the
bottom block. Corresponding nodes are merged and redundant pins eliminated.

mirrored it and relabelled the nodes by adding a _1 postfix. Now, we want to con-

nect the two forks to make a rectangle. On a block level, it is achieved by a single

command vstack, which does the following.
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First, it decides which pins on which side are to be connected, e.g. if block A is on

top of block B, bottom pins of A should be connected to top pins of B. In our exam-

ple, these are n1, n5 and n1_1, n5_1. Next, the tool determines the correspondence

between the pins by sorting them either topologically or geometrically.

Topological sorting of the pins produces an ordering by relying on the topology in-

formation only. Consider a path from n1 to n5; the directions of the edges are: up,

right, right, down. Obviously, n1 is to the left of n5. Similarly, the tool deduces

that n1_1 is to the right of n5_1 and, therefore, they should be connected to n1 and

n5 respectively. Then, the pin edges are deleted and the corresponding nodes are

merged; n1_1 and n5_1 become n1 and n5 respectively.

Topological ordering, however, isn’t always possible, e.g. in Figure 4.13 the path be-

Figure 4.13: It isn’t possible to sort the nodes n1, n2, n3 and n4 topologically; the
only path between n2 and n3 contains both right and left turns, making the relative
placement of the two nodes ambiguous. To enable the ordering, one can add a virtual
edge between n5 and n6 or from n1 to n4 through n2 and n3.

tween nodes n2 and n3 is: up, left, up, right, right, down, right, left. The ambiguity

can be resolved by adding a virtual edge between n5 and n6; the path turns into up,

right, down. Another option is to add a series of virtual edges from n1 to n4 through

n2 and n3. If the pins can’t be sorted topologically, the tool creates a temporary

feasibility problem for block using design rule check and consistency constraints only.

The solution is then used to determine the ordering of the nodes.

Building an array of blocks is merely a repetition of stack commands. To create an

M × N array, the tool makes a row block of M blocks by copying and horizontally

stacking them M − 1 times. The row block is then copy-stacked vertically N − 1
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times.

Simple yet powerful, the operations showed in this section can produce a wide variety

of structures. In the next section, we’ll use these functions to create more complex

building blocks, trees and demuxes.

4.4.3 Dynamic blocks

A distribution tree is a structure that has an outlet on one side and multiple outlets

on the other side. Its purpose is either to feed a lot of outputs with a single source

(e.g. same reagent into multiple reaction chambers) or provide a path for a fluid

to the outlet (if the chambers are addressable). One of the benefits of using a tree

instead of connecting all channels in parallel to a single line is a much more balanced

performance (e.g. flow rate deviation among the output channels).

The most common types of trees in microfluidic design are binary, trinary (or ternary)

Figure 4.14: Trinary fork block. All the nodes except for n5 have pins attached to
them (dotted edges with small arrows). Pins n7 and n4 are used to assemble a row.
The rest are to stack the rows. (n5, n7) is a virtual edge.

and the combination of the two. Assembly of the distribution trees is an easy task for

the tool; it is done by building tiers as rows of forks and then stacking them vertically.

Let’s assemble a simple trinary tree with N = 3k outputs. We begin with a single

trinary fork (see Figure 4.14 block as core_block and perform the following sequence

of operations:

// i n i t i a l i z e with the l a s t t i e r

t r e e = array ( co re b lock , 3ˆk , 1 )

f o r i=k−1 to 1 :
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Figure 4.15: Trinary tree tier. Pins n1 to nk will be connected to the existing tree
block. Pins u1 to uk/3 will be the new pins of the block.

row = array ( co re b lock , 3ˆ i , 1 )

// p l a c ing row on top o f t r e e

t r e e = vstack ( t ree , row )

During each iteration of the loop, a row is generated by stacking 3i forks together

(see Figure 4.15). The loop repeats k − 1 times and produces a tree block with one

pin on the top and N pins on the bottom.

In the similar way, the tool can build a multiplexor-demultiplexer, which is essentially

Figure 4.16: Trinary mux core block. Black and blue edges are flow and control
channels respectively. n1 to n4 are flow pins for vertical stacking. c1 to c3 are control
pins to assemble a row. Squares denote valve nodes.

a distribution tree with control channels added to it. To assemble the mux, we perform

the same sequence of actions, but this time with a different core block (see Figure

4.16). Again, each iteration of the loop produces a row of trinary forks with three

control lines across the tier. As the output, we get a block with one top pin, N

bottom pins, and 3 log3N left and right pins (3 for each side of a tier).

Now, we can compose a sample design, similar to the one of the cell culture chip:
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Figure 4.17: Addressable chambers chip. MUX blocks are multiplexors. Lines with
a circle in the middle are flow channels with a reaction chamber.

chambers = array ( r o t a t e ( chamber , 90) , N)

mux1 = mux(N)

mux2 = mirror x (mux1)

connector = bracket (3∗k )

des ign = vstack (mux1 , chambers )

des ign = vstack ( des ign , mux2)

des ign = hstack ( des ign , connector )

First we create an array of N chambers by using a chamber block (see Figure

4.10) rotated by 90 degrees. Then, we create a top multiplexer mux1 with N inputs

and a mirrored one, mux2 to be placed at the bottom. Next, we create a connector,

which is a set of channel brackets (see Figure 4.17, on the right). Finally, we stack

mux1, chambers and mux2 vertically. The resulting block is then stacked with the

connector to produce the design.
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4.4.4 Geometrical constraints

Geometrical constraints restrict the design in a way that guarantees a valid and

manufacturable layout. They deal with width and length variables only and can be

divided into 3 categories: consistency, spacing and width constraints. The purpose of

the first set of constraints is to ensure consistency among the values of the lengths,

spacing constraints set the minimal distance between neighbouring channels and the

latter category establishes the lower and upper boundaries on the widths.

In our approach, we don’t deal with absolute coordinates, but with increments as

variables. To obtain (xn, yn) coordinates of a node n, we need to summation all the

increments along a path from the zero node (a node with (0, 0) coordinates) to n:
xn

yn

 =
∑

e∈path(0,n)


∆xe

∆ye

 ,
where (∆xe,∆ye) is either (±le, 0), or (0,±le) and le is the length of the edge e. For

Figure 4.18: Cycles in a layout. A, B and D are minimal cycles, since they don’t
contain any other cycles. C isn’t a minimal cycle, since it contains cycles A, B and
D.

a nontrivial design, pathn is non-unique and if the lengths are consistent, we will get

the same node coordinates regardless of the chosen path:

∑
e∈patha(0,n)


∆xe

∆ye

 =
∑

e∈pathb(0,n)


∆xe

∆ye

 ∀n, a, b
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In this form, the equation almost certainly won’t be suitable for the GP framework,

since both of the sides contain more than one addend. To address the issue, we’ll

transform the system into:

∑
e∈c


∆xe

∆ye

 =


0

0

 ∀cycles c ∈ S,

where c is a cycle in a topological sense, i.e. a path that starts and ends at the same

node and S is a set of all minimal cycles, i.e. cycles that won’t contain any other

cycles in a layout (see Figure 4.18). To find such cycles, we use a wall follower maze

traversal algorithm. If we think of channels as walls (black lines in Figure 4.18) and

start the traversal in any of the loops, we’ll eventually return to the starting point

(otherwise, it wouldn’t be a planar layout). Thus, the algorithm is to go through all

the edges and do the maze traversal for both sides of the edge.

Two types of the consistency equations can be transformed into GP constraints:

li = lj, or∑
i

li = lj.

While the former equation is fully compatible with GP, the latter will work only if

changed into: ∑
i

li ≤ lj.

The constraint will turn into an equality, since the l’s satisfying the inequality are

Figure 4.19: Breaking a cycle (left) into 2 simple ones (right) with a virtual edge to
produce GP compatible consistency constraints.
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suboptimal.

Consider the loops in Figure 4.18. The cycle D will produce two equalities (one for

the x and y axis). The consistency constraints for B will contain one equality (for

x) and one inequality (for y). Finally, the cycle A will have one inequality for the

y axis. For the x axis, however, the appropriate constraint is: l1 + l2 = l3 + l4 (see

Figure 4.19, left). The problem comes from the relative placement ambiguity, which

we talked about in the Graph Representation section. Here, the general solution is

the same: use a virtual edge for disambiguation purposes (see Figure 4.19, right) or,

in other words, to partition a cycle into two simpler ones. In practice, however, we

often reuse blocks and/or variables to produce a more aligned/symmetrical layout,

e.g. we use l1 instead of l2 and l3 instead of l4, resulting in a GP valid constraints for

the loop A.

Next type of the geometrical constraints is spacing constraints. Their purpose is to

Figure 4.20: Spacing S of a Π-shaped channel equals to L− w1/2− w2/2.

ensure proper spacing between the channels and unlike consistency equations; they

deal with both w’s and l’s. The tool searches for all Π-shaped (see figure 4.20)

configurations of the wires and produces the spacing inequality

L− w1/2− w2/2 >= Smin,

which is clearly GP compatible: L >= Smin + w1/2 + w2/2. The value of the Smin

depends on the layers the channels are in and is obtained from the design rules table.

To find all the Π-shaped paths, one can go through all the nodes and check all the

paths that start at this node. This naive approach is, however, very slow due to
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the large number of forks in a typical design. However, it is clear that Π structures

can only occur in a minimal loop and, luckily, we already have a collection of such

loops from the consistency constraints generator. Therefore, the algorithm reduces

to checking the paths inside all the minimal loops.

Finally, the width constraints are merely lower and upper bound on the w’s of the

channels. The tool goes through all the edges of the design graph and produces the

inequalities:

Wmin ≤ wi ≤ Wmax,

where the values of Wmin and Wmax depend on the edge’s layer and are obtained from

the design rules table.

4.4.5 Flow constraints

In this section, we will describe the way the tool generates constraints for the current

ratesQ’s through the flow channels, i.e. the GP equivalent of the hydraulic Kirchhoff’s

laws: ∑
i∈fork

Qi = 0 (4.16)

∑
i∈io path

Qi ×Ri(w, l) = Uinlet ∀io path, (4.17)

where Qi is the flow rate through the channel i, Ri = αwβi × li is its resistance, Uinlet

is the potential function at the inlet and io path is a path between the inlet and the

outlet. Flow constraints, unlike geometric ones, aren’t applied to the whole design

graph, but to its configurations. A configuration is a network of flow channels, when

some (if any) valves are sealed. For example, a typical configuration of a MUX is when

there’s only one path from the inlet to the outlet. In contrast, the only configuration

of the distribution tree is when all channels are open. From the tool’s perspective,

a configuration is a graph, where blocked valve nodes are removed (see Figure 4.21).

By design, flow directions in a configuration don’t depend on the dimensions of the

graphs; current goes from inlet to the outlet for any path.
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Figure 4.21: From a configuration to a flow multigraph. Left: initial configuration, red
nodes are sealed valves. Letters ’i’ and ’o’ mean the inlet and the outlet respectively.
Middle: blocked nodes are removed. Right: flow multigraph; edges without flow are
removed, edges without forks are merged.

This property is used to construct the flow multigraph (see Figure 4.21, right), i.e. a

graph where more than one edge is allowed between a pair of nodes. First, a set of

all paths from the inlet to the outlet is generated. Then, edges not touched by these

paths are removed (along with the nodes). Finally, each path is traversed from the

inlet to the outlet, and edges are directed the same way along the path. A conflict

between directions indicates a wrong configuration and an error message is produced.

Finally, nodes that have only 2 neighbours are removed, their adjacent edges merged

and resistances summed.

At this point, we have a multigraph with edges’ directions corresponding to the flow

directions and nodes corresponding to forks. Now, we assign each edge with a unique

non-negative symbol Qi, representing the flow rate through this edge. We apply

Equation 4.16 to all the nodes n and obtain the following system:

Qn =
∑
j∈n

Qj ∀nodes n. (4.18)

Although all Q’s are non-negative, this system isn’t GP-compatible. Neither can we

relax the system by substituting = with ≥, since larger Q’s are better. To enforce the

constraints, we’ll treat Equations 4.18 as a set of substitution rules. By recursively
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applying these rules to them, we arrive at:

Qi =
∑

j∈atoms

AijQj (4.19)

where atoms is a set of Q’s that can’t be expressed as a sum of other flow rates and

Aij are non-negative coefficients. Finally, we combine Equations (4.17) and (4.19)

into: ∑
i∈io path

∑
j∈atoms

AijQ
c
jRi(w, l) ≤ Uinlet, (4.20)

a valid (relaxed) GP constraint, equivalent to the Kirchhoff’s laws for a configuration

c (superscript of Qc
j). Now we can use Q’s in the cost function, e.g. to maximize the

minimum current among all configurations:

Qmin ≤ Qi ∀i (4.21)

maximize Qmin. (4.22)

Or we can use Q in propagation delay constraints.

4.4.6 Propagation delay

Consider a mux configuration with a single flow path from the inlet to the outlet.

How long does it take the fluid to reach the outlet (or the reaction chamber) after

the pressure is applied? The answer is Tch = Vch/Qch, where Vch is the volume (either

up to the chamber of the whole way to the outlet) of the channel. The propagation

delay is easily expressed through the GP variables:

Tch =
1

Qch

∑
i∈ch

Si(wi)li,

where Si is the cross-section of the i-th channel that depends on its width wi and its

shape. To construct the expression, the tool merely traverses the channel and uses

appropriate S(w) from the technology file.
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In case of multiple currents, the total flow delay can be expressed in the following

form:

Tch = max
path∈paths

Tpath,

where paths is the set of all paths from the inlet to the outlet with non-zero currents

and Tpath is defined as:

Tpath =
∑
i∈path

Si(wi)li

Qi

,

where i is a segment in the path and Qi is the flow rate in this segment. Unlike

the pressure drop case, we cannot substitute Qi’s with sums of currents, since it

breaks the GP rules. However, if the tree is balanced, all forks and merges happen

synchronously and the delay time can be simplified into:

Tconf = Vtotal/Qinlet,

i.e. the total volume divided by the inlet flow rate. We’ll use this fact to upper bound

the propagation delay for a non-balanced configuration:

Qinlet =
∑

j∈atoms

AijQj ≤ Qmin

∑
j∈atoms

Ainlet,j,

where Qmin is defined by Equation (4.22). Therefore:

Tconf ≤
Vtotal

kQmin

,

where k =
∑

j∈atomsAinlet,j. The tool constructs the expression in the exact same

way as in the single current case.

Propagation delay isn’t the only source of the operational delay. Change of network

configurations requires pressurising and de-pressurising the control channels. Since

it takes time for the pressure to propagate to the valve, the control channel’s delay

should be considered as well.
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4.4.7 Pressure propagation delay

By definition, the pressure propagation delay is the time from the moment pressure

is applied to the inlet and the moment the valve is sealed (i.e. the pressure at the

valve reaches a certain level). We estimate the value using Elmore’s delay formula:

TElmore =
∑
j∈G

Cj
∑

i∈pathj

Ri,

where j’s are edges in the control graph G, Cj and Rj are the capacitance and the

resistance of the edge j, and pathj is the path from the inlet to the edge j.

The construction of the expression is straightforward. For each control edge j, the

tool computes the path from the inlet and derives its resistance Rpath multiplied by Cj.

The final expression is the sum:
∑

iCiRpathi . Due to the charge-discharge asymmetry,

expressions of the closing time Ton and the opening time Toff use different expressions

of the R (taken from the technology file).

At this point, we’ve got all the variables (and the respective constraints) to produce

the cost function.

4.4.8 Cost function, solver and rendering

The user has full control over the cost function; they can make and posynimal com-

binations of the design variables, such as flow rates Q’s, delays T ’s, lengths, widths

and so forth. For example, we have a mux and we want to minimize the maximum

flow delay among all mux configurations:

minimize max(Tch1, Tch2, · · · , Tchn).

Or we can minimize the total time it takes to go through all the reaction chambers

sequentially, i.e. switch the mux, fill the channel, switch the mux again, fill another

channel and so forth:

minimize
∑
c

(T cflow + T cElmore),
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where c is a mux configuration.

In case of the cell culture chip, the sequence also contains flushes between the mux

switches:

minimize
∑
c

(T cflow + T cElmore + T cflush).

After the cost function is defined, the optimization problem is ready to be solved.

Since all the constraints and the cost function have symbolic representation, it is

straightforward to construct the solver’s input by simply printing all the expressions

into one text file. After the file is generated, it is given to the CVX solver that does

all the computations and returns the optimal values of all the variables as well as the

value of the cost function.

Once we have the values of lengths and widths, the tool needs to reconstruct the

absolute coordinates of the nodes, so that the design layout can be rendered. It is

done by executing breadth-first graph traversal from the node zero (the one that has

(0, 0) coordinates). For each graph node, the operation produces a path from it to the

node zero and the summation of the ∆x and ∆y increments along the path provides

the coordinates. When the absolute coordinates are derived, the tool renders each

edge i as a rectangle with length li, width wi and appropriate corner coordinates

(xi, yi).

4.5 Synthesized chip

We used the developed tool to produce an optimized design of the bacteria culture

chip. The block representation of the design is shown in Figure 4.22. By using only

2 demultiplexers instead of 4, we saved about 15% of space and reduced the control

delay by about 50%. To maximize space utilization, we used 1-to-3 demultiplexers

only (as opposed to both 1-to-2 and 1-to-3 demuxes in the mammalian culture chip).

As a result, we were able to fit 324 cell chambers and 162 bypass channels on the die.

The optimization of the design via geometric programming was done in CVX[31]

with MOSEK[32] as the back-end solver. The solver took about 10 minutes to con-

verge to a globally optimal solution. In the optimized design, all the control channels
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Figure 4.22: The block diagram of the synthesized part of the bacteria culture chip.
7 blocks are vertically stacked: trees, arrays of chambers and demultiplexers. The
Pi-connector connects the control channels of the demultiplexers. The separator is a
blank space needed to fit the rest of the chip’s channels.

were set to the maximum allowed width (100µ), while the flow channels varied in

width. Figure 4.24 depicts the width of a channel depending on its position in the

demultiplexers hierarchy: the root of the demux has the highest possible width and

the closer is the channel to the chamber array, the narrower it becomes. Leaf channels

are 30µ wide. The sizing of the flow channels didn’t introduce much of a gain in per-

formance; the reduction of the propagation delay was on the order of 10% compared

to the case of equally wide channels.

The bacteria culture chip (see Figure 4.23) manufactured in the microfluidics foundry

at Stanford University using the synthesized design was topologically correct: there

were no short-cuts and no breaks. The result confirms the ability of the synthesis

tool to abide by the design rules. We also compared the flow propagation delays of

the optimized version of the chip vs a version with equally wide flow channels. The

optimized chip showed a marginal (2%) decrease in delay, which isn’t surprising given

the model’s accuracy of 15%.
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Figure 4.23: The full bacteria culture chip (right) and its synthesized part (left).
Major components are outlined: control and flow terminals, 1-to-243 demultiplexers
and 324 cell chambers.
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Figure 4.24: Widths of the synthesized demultiplexers’ tiers. The root of the tree has
the widest possible channels (100µ). The channels become narrower with proximity
to the cell chambers, hitting the lowest width of 30µ.



Chapter 5

Conclusion

Soft-litho microfluidics and integrated circuits have much in common. In our research,

we were guided by these similarities in every stage. Hydraulic-electric analogy is a

tool known and used for a while in both directions; intuitive fluid behaviour is used

to explain electricity and well-studied Kirchhoff’s laws are applicable to microfluidic

networks.

Surprisingly, a microfluidic channel was also analogous to a MOS transistor; a poten-

tial function approach used to model a non-linear I-V relationship inside a transistor

turned out to be applicable to the non-linear flow-pressure dependence inside a chan-

nel. Compact models that we derived using this idea gave us a good explanation of a

charge-discharge asymmetry of a long channel and the non-trivial flow-frequency re-

lation of a peristaltic pump. For both MOS and microfluidic channels, this potential

function approach enabled Elmore’s delay approximations through RC time scaling

idea.

From the validating experiments, we learned how to measure on-chip flow rates and

pressures using just existing microfluidic structures, dyed fluids and image processing

techniques. We also learned how to calibrate the model to address material proper-

ties’ uncertainties.

A problem of optimal channel sizing for microfluidic networks didn’t seem to have a

good solution at first. However, after looking at solution of the similar wire sizing
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problem in IC design, we started pushing in the same direction and ultimately were

able to frame our problem as a geometric program. We learned that in optimization

problems, certain Kirchhoff’s laws and geometry-related equations can be relaxed

without side effects. Experiments on design optimization revealed deeper relations

between design dimensions and its performance, such as the effect of minimal spacing

requirement on the flow rate of a demultiplexer.

Finally, the concept of parametric building blocks used in circuit design was applica-

ble to the microfluidic as well. Typical IC abstraction, like pins, bounding boxes and

virtual layers found their way into the microfluidic synthesis tool, as well as block

compositions rules. Using these concepts we were able to construct complex microflu-

idic chips from a high level abstraction, and have the resulting chip be well optimized.
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