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Abstract 

The rules of constant-field scaling have driven CMOS devices to operate at ever-lower 

supply voltages while maintaining constant or even increasing power densities. This 

scaling has caused drastic reductions in the required impedance of the supply 

distribution network, reaching ~1 mΩ in today’s 1 V, 100 A microprocessors, and 

because of this the integrity of the on-die supply voltage has become a critical issue.  

This thesis presents circuits and techniques to measure the supply noise as it is seen on 

the die, and to efficiently regulate the power supply to actively improve its quality. 

Despite the increase in concern over supply noise, directly measuring the noise in 

order to experimentally quantify its impact on circuits can be very challenging.  To 

overcome this challenge, we extend previous sub-sampling methods to measure 

autocorrelation, allowing the noise spectrum to be extracted using only two low-rate 

samplers.  Calibrating the measurement circuits allows the samplers to be 

implemented with a sampling switch and a simple high-resolution VCO-based ADC, 

and we present measured results using these samplers that confirm the cyclostationary 

nature of supply noise.  We also highlight some of the challenges that arise from 

implementing the samplers in aggressively scaled technologies, and describe a 

technique that employs averaging of many dithered, low-resolution samples to 

eliminate the difficult to scale sampling switch entirely. 
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Integrated regulators have found widespread adoption in isolating the supplies of 

sensitive analog or mixed-signal circuits from externally-generated noise.  To 

understand the tradeoffs between noise rejection and total power consumption inherent 

to such regulators, we describe an analysis showing that feedback gain-bandwidth 

(and hence power) must increase quadratically to improve regulator noise rejection.  

We next show that in applications where the regulator’s principal goal is isolation, we 

can make use of knowledge of the regulator’s load to improve the effective gain-

bandwidth of the feedback path – making the required gain-bandwidth of the amplifier 

increase only linearly with noise rejection. 

Despite their use in analog or mixed-signal applications, the high power 

overheads of traditional regulators (both series and shunt) have precluded their 

successful adoption in regulating the supply of energy-efficient digital circuits.  We 

therefore present a push-pull shunt regulator that makes use of a secondary, higher-

than-nominal power supply, comparator-based feedback, and a switched-source 

follower output stage to minimize the regulator’s static power dissipation.  Using these 

techniques, a push-pull shunt regulator implemented in a 65 nm SOI technology was 

able to simultaneously reduce the supply’s effective impedance by ~30% and the 

chip’s total power dissipation by ~1%. 
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Chapter 1  
 
Introduction 

As Dennard explained in [1], by reducing the supply voltage along with the critical 

dimension of CMOS transistors, a chip scaled from one technology generation to the next 

could integrate roughly twice the transistors for the same die area, run them at a higher 

frequency, and still maintain roughly constant total power.  However, even if scaling had 

followed the ideal constant-field rules, constant power at reduced supply voltage 

necessarily leads to increased current consumption.  Therefore, to maintain a fixed 

percentage budget of variation on the supply voltage, the combination of lower voltage 

and higher current requires the supply network impedance to drop with the scaling factor 

squared.  This requirement on the supply network translates not only into maintaining a 

low resistance, but also into low dynamic impedance (i.e., low series inductance, large 

parallel capacitance) to mitigate the impact of the (potentially large) transient currents 

inherent in the operation of CMOS digital gates. 

As shown in Figure 1.1, the scaling of supply impedance for high-performance 

microprocessors actually followed a trend even worse than that predicted by constant-

field theory – mainly because higher performance circuit designs led to higher operating 

frequencies, and hence actually increased the power density significantly [2].  This has 

led to today’s high-performance microprocessors running off of roughly 1 V power 

supplies with 100 A of current, making their required impedance ~1 mΩ.     
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Figure 1.1: Required impedance for a 10% noise budget on high-performance 
microprocessors vs. technology node. 

To evaluate how this impedance scaled relative to interconnect and packaging 

technology, many researchers in both industry and academia used various predictive 

models and examined the scaling of the supply voltage’s overall integrity [3,4,5,6,7,8].  

The essential outcome of all of these studies was that meeting the impedance requirement 

(both static and dynamic) would become increasingly difficult and costly – necessitating 

optimization of the supply distribution network all the way from the printed-circuit board, 

through the package, and onto the die [9].  Improved supply impedance was arguably one 

of the main drivers of the adoption of flip-chip packaging technology [10], and attaining 

mΩ levels of supply impedance has forced designers to dedicate an ever-larger 

percentage of the on-chip metal resources purely to power distribution [11,12]. 

For these reasons, it is clear that the integrity of the on-chip supply voltage has 

become a critical concern in modern designs – even for chips containing purely digital 

circuits.  Therefore, in this thesis we set out to develop techniques to enable full 

measurement and characterization of noise on the supply voltage using only simple 

hardware, and to develop integrated, efficient regulation circuits to actively improve the 

integrity of the power supply. 
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1.1 Organization 

In the first part of this thesis, we describe our work on circuits and techniques for 

measurement of supply variations as they are seen on the die.  Chapter 2 begins by 

motivating the need for such measurements, and explaining the limitations of previous, 

mostly sub-sampling-based measurement schemes.  To overcome these limitations, we 

then describe how to extend these techniques to measure autocorrelation, allowing the 

noise spectrum to be extracted using only two low-rate samplers.  Calibrating the 

measurement circuits allows the samplers to be implemented with a sampling switch and 

a simple, compact, and high-resolution VCO-based ADC. 

Chapter 3 continues the discussion of supply noise measurement by highlighting 

some of the challenges associated with integrating even this relatively simple scheme into 

chips manufactured in aggressively scaled, digital-performance optimized technologies.  

The majority of the issues are traced to the sampling switch itself, so after describing 

modifications to the sampler that can mitigate these issues, we conclude the chapter by 

explaining a technique that eliminates the need for a sampling switch entirely by 

averaging many low-resolution samples. 

Having discussed our approach to supply noise measurement, the next two chapters 

describe our work on building integrated regulation circuitry to actively counter 

variations in the supply voltage.  Since modern chips are severely power or thermally-

constrained, the issue of a regulator’s efficiency takes a central role in the discussion, and 

in Chapter 4 we focus on tradeoffs in the control design of CMOS linear regulators when 

the power consumption of the feedback circuitry is limited.  As part of this chapter, we 

also show how to make use of knowledge of the behavior of the load circuitry to 

significantly improve the efficiency of regulators whose principal goal is isolation of the 

supply of sensitive (typically analog or mixed-signal) circuits.  

In Chapter 5, we focus on applying integrated regulation to the power supplies of 

high-performance, energy-efficient digital chips.  We first show that the energy costs of 

traditional, single-supply topologies are simply too large to successfully apply such 

regulators to power-limited digital chips.  We therefore next describe the design of a 
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push-pull shunt regulator that makes use of a secondary, higher-than-nominal power 

supply to overcome this limitation, and demonstrate that this approach can 

simultaneously reduce the chip’s power consumption and the variations on its supply.  

Finally, in Chapter 6 we summarize some of the key insights we gained into the 

challenges associated with measuring and regulating on-chip supply noise.  In addition, 

we examine potential future research directions building upon this thesis to solve 

challenges in the measurement of more general on-chip signals, and to improve the 

efficiency of generating multiple, local supply voltages on the die. 
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Chapter 2  
 
Supply Noise Measurement 

As scaling caused power supply integrity to become a significant issue, increasingly 

sophisticated models of the supply network and chip current consumption were 

developed [13,14,15], leading to CAD tools [16,17] whose goal is to give chip designers 

the ability to find potential supply integrity issues in simulation.  The latest versions of 

these tools can not only calculate the IR drop on the supply network at various locations 

on the die, but can run dynamic simulations to predict the impact of switching currents on 

the supply voltage.  

Despite their sophistication, these simulations of the noise on the power supply are 

inherently based on models. Hence, verification of the tools’ results by actual 

measurements of noise as it is seen on the die is a key step to signing off on the supply 

integrity of the design – sparking significant interest in techniques to perform such on-

chip supply noise measurements [18,19,20,21]. 

The principal challenge in developing schemes for supply noise measurement is that 

the current variations that generate the noise can have extremely high bandwidths 

(limited roughly only by the delay of a digital gate).  Therefore, capturing a full time-

domain snap-shot of the supply voltage waveform would require a measurement 

bandwidth of over 10-20 GHz with an effective resolution of ~6-8 bits.  While ADCs 
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developed for real-time oscilloscopes have attained this level of performance [22], these 

converters occupy an entire chip and dissipate ~9 W.   

To avoid the excessive overhead of such a high-speed converter, most supply noise 

measurement circuits have been designed to make use of some form of sub-sampling (as 

typically used in equivalent-time oscilloscopes) – typically either by explicitly taking 

analog samples of the noise [18,21], or by making use of variable threshold comparators 

[19,20].  Making the supply waveform periodic (and hence measurable through 

equivalent-time sampling) typically requires the chip to operate under controlled testing 

conditions in a repetitive manner, and hence this type of measurement unfortunately may 

not capture supply noise behavior during normal chip operation.   

If the samplers used in the measurement circuit do not rely on averaging for 

accuracy, further characterization of the supply variations can be accomplished by using 

the sampler to collect data about the distribution of the supply noise at each point within a 

given cycle (like an oscilloscope with “infinite persistence” turned on).  While this 

measurement can provide a large amount of information about the behavior of the supply 

noise, the dynamics of the non-repetitive variations inherent in typical chip operation 

would remain uncharacterized.  This is a limitation because both the distribution and 

frequency spectrum of the supply variations must be known in order to characterize the 

effect of supply noise on circuits – especially on sensitive analog or mixed signal circuits. 

To overcome this limitation, in this chapter we extend the previous measurement 

techniques by treating supply noise as a random process, and use its statistical properties 

– in particular, its autocorrelation [23] – to measure the noise spectrum.1  As we will 

describe, the attractiveness of this technique lies in the fact that autocorrelation can be 

measured using only two samplers with precise sampling instants, but low sampling rates.  

We further extend this technique to measure the dynamics of a repetitively time-varying, 

or cyclostationary [24], noise process by recording the sampling instants in addition to 

the distance between the samples.  This additional information captures the periodic 

structure of the noise, and better characterizes its behavior.   
                                                 
1 The noise measurement techniques and circuits described in this chapter and the next were developed in 
collaboration with Vladimir Stojanović, Valentin Abramzon, and Bita Nezamfar. 



CHAPTER 2. SUPPLY NOISE MEASUREMENT 

 

7

2.1 Random Supply Noise and Autocorrelation 

While supply noise may actually be deterministic in nature, the number of state variables 

that would need to be tracked to precisely calculate it is enormous.  Therefore, instead of 

finding its exact behavior, supply noise is usually modeled as a random process, and can 

be characterized by its autocorrelation or its frequency spectrum.  This spectrum is one of 

the properties necessary to calculate the effects of the noise on sensitive circuits.  In 

addition, the shape of the spectrum can give insights into the source of the noise.  
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Figure 2.1: Autocorrelation and power spectral density for a) white noise, and b) low-
pass filtered white noise. 

For a time-invariant (also known as stationary) random process, the autocorrelation 

(R) is defined as 

R(τ) = E[vnoise(t+τ/2)·vnoise(t-τ/2)]  (2.1) 

 

where τ represents the separation of the two noise samples in time and E[] returns the 

expected value of the random process.  The Fourier transform of the autocorrelation gives 

the power spectral density (PSD) of the noise process.  For example, as shown in Figure 
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2.1a, a white, zero mean noise process has a spectral density that is flat and infinitely 

wide – correspondingly, its autocorrelation is an impulse whose magnitude is set by the 

variance (σ2) of the noise process.  Intuitively, if a noise process contains high frequency 

components, it will change within a short period of time, and therefore samples of the 

noise that are far apart in time will not be correlated with each other. 

As an additional example of the relationship between autocorrelation and noise 

spectrum, consider a low-pass filtered white noise process.  The filter spreads each noise 

impulse in time, and thus closely spaced samples of the noise are highly correlated with 

each other.  As shown in Figure 2.1b, this causes the autocorrelation to become broader, 

matching the shape of the impulse response of the filter. 

Chip Clock

Chip Current
Ichip

t

t

Vclk

Clock drivers,
flip-flops
switching

 

Figure 2.2: Example of the clock modulating the chip current consumption waveform. 

Thus far, the discussion of autocorrelation has been limited to stationary noise 

processes that do not vary with time.  Most chips run synchronously to one or more 

clocks, and these clocks can modulate the occurrence of noise events.  For example, as 

shown in Figure 2.2, switching events may be more likely to occur at the beginning of the 

clock cycle than at the middle or end since all of the clock drivers and flip-flops toggle 

near the rising edge of the clock.  Because of this modulation, it is unlikely that the 

properties of supply noise will be independent of time.  However, since this modulation is 

repetitive, at a particular point in time relative to the cycle the properties of the noise 
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should be the same.  This is known as a cyclostationary process, and can be characterized 

by measuring the autocorrelation (and hence PSD) of the noise at each time point in the 

cycle.  In other words, the autocorrelation R becomes a function of both the time 

separation τ and the time within the noise cycle at which the samples were taken. 

The most important characteristic of autocorrelation for the measurement system is 

that it is an average statistical property of the noise, and therefore we do not need to know 

the exact behavior of the noise at all times in order to extract its frequency content.  The 

Nyquist frequency of the measurement is set by the minimum time spacing between the 

samples – not by the repetition rate of the sampling – which greatly reduces the 

requirements on the throughput of the sampling circuits.  A further benefit of measuring 

autocorrelation2 is that any uncorrelated, additive noise that is independent between the 

samplers (e.g. thermal noise) can be eliminated because the expected value of the product 

of two uncorrelated noise terms is zero. 

2.2 Measurement Circuits 

Vdd

Vdd

2 Samplers
Sampler Timing

Generator

A/D Converters
Digital Outputs

for post-processing

 

Figure 2.3: Supply noise measurement system block diagram. 

A block diagram of the noise measurement system developed based on the concept of 

measuring autocorrelation [25] is shown in Figure 2.3.  As will be described in Section 

2.2.3 of this chapter, the timing generation controlling the sampling instants can either be 

performed off-chip with external equipment, or with internal circuitry.  As we will 

                                                 
2 In order to reduce the sensitivity of the measured results to residual offset errors in the samplers, it is often 
desirable to measure autocovariance, C(τ) = E[(vnoise(t+τ/2) - E[vnoise(t+τ/2)])·(vnoise(t-τ/2) - E[vnoise(t-τ/2)])]. 
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describe in the calibration section, in both cases, on-chip hardware is included in the 

measurement system to allow calibration of mismatch between the two sampling signals. 

To avoid additional noise that would be coupled into the measurement system from 

communicating analog quantities off the chip, A/D conversion is performed internally.  

Since all the digital samples are post-processed using measured calibration curves, the 

linearity and offset requirements of the on-chip converters are not stringent.  This allows 

a simple and compact design that can be integrated onto many different parts of the die. 

2.2.1 Sampling Switch 

The sampling switch is the only circuit in the measurement system that must be on the die 

in order to measure supply noise relative to on-chip Vss – it is also the only circuit whose 

bandwidth must be high enough to avoid filtering high frequency noise content.  The 

bandwidth of the sampling switch should meet or exceed the bandwidth of the highest 

bandwidth circuits on the chip so that the measurement will accurately capture the supply 

noise behavior as it is seen by these circuits.  For example, in many digital designs the 

highest bandwidth circuits are fanout-of-four (FO4) inverters, and therefore the sampling 

switch would need a bandwidth above that set by the rise time of these inverters.  While 

previous designs such as [18] and [26] used NMOS switches, when sampling Vdd it is 

more straightforward to obtain the required bandwidth using PMOS switches.  

To avoid undesirable filtering of the measurements, during hold mode the sampled 

voltage should be as independent of the current value of Vdd as possible.  The most direct 

way to achieve this goal is to make use of a separate, slightly higher than nominal power 

supply for the samplers (e.g., VddQ = 1.3 V, whereas Vdd = 1 V).  This was the approach 

taken in [25] and these circuits and results will be described in this chapter; however, in 

the next chapter we will describe methods to avoid this separate supply.   

Despite the conceptual simplicity of using a separate supply for isolation, care must 

be taken in the design and use of this supply.  Specifically, since any noise on VddQ (e.g. 

due to ground-bounce) will couple onto the sample node through the sampling switch 

parasitic capacitances, VddQ must be heavily bypassed to on-chip Vss. 
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2.2.2  VCO Converter 

Analog-to-digital conversion of the sampled voltage could be performed in a variety of 

ways, but in the application of supply noise measurement, it is especially desirable to 

perform this conversion without the need for an explicit voltage reference (since this 

reference would need to be carefully distributed around the chip).  Therefore, we 

achieved the A/D conversion by simply using the sampled voltage to set the frequency of 

a VCO (which is typically an inverter-based ring oscillator with a controlled supply [27]), 

and then digitally estimating this frequency by counting the number of clock edges the 

oscillator outputs over a specified window of time, as shown in Figure 2.4 [25,28,29].   

Vdd

VddQSamp

+

-

Buffer

VCO

Samp

Counter

Cnt_clk

VddQ

 

(a) 

Samp

Cnt_clk

Digital
Count

001000 010 011 100 101
 

(b) 

Figure 2.4: a) VCO converter schematic. b) Example waveforms. 

Despite the fact that the oscillator is essentially free-running, the quantity that is 

being digitally measured is the average VCO frequency over the conversion window.  

Therefore, this scheme is insensitive to high frequency jitter (induced either by thermal 
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noise or noise from VddQ) because the counting process averages out cycle-to-cycle 

variations in the oscillator’s period.  

Unlike high frequency jitter, the averaging does not attenuate noise that is on the 

same time scale as the counting window.  Fortunately, for noise frequencies too low to be 

averaged by the counter, on- and off-chip Vss tend track each other very closely (since 

with a 1 µs conversion window, at these frequencies the impedance of the package 

inductance is negligible).  Therefore, even if the on-chip bypass capacitance does not 

fully couple Vss to VddQ at these frequencies, the external regulator and bypass capacitors 

will.  Experimental results presented in the next section of this chapter verify that VddQ 

remains well-coupled to Vss at these frequencies.  

The buffer and VCO used in the converter were implemented with a voltage 

regulator and pseudo-differential regulated supply CMOS buffers [30].  Since VddQ must 

be quiet for the system to perform accurate measurements, the supply rejection 

requirements of the regulator are not very strict. 

The resolution achieved by the VCO converter is set by the minimum change in 

voltage necessary to measure a difference of one count over the conversion window;  

 

1 LSB = 1/(TwinKvco) (2.2) 

 

where Kvco (in Hz/V) is the VCO gain and Twin is the conversion time.  One of the 

advantages of the VCO-based approach is its flexibility in achievable resolution; as long 

as leakage in the sampling switch is negligible,3 the resolution of the converter can be 

improved by increasing the conversion time. 

Since the phase of the oscillator is random with respect to the start of the counting 

window, the oscillator effectively adds a uniformly distributed noise with a magnitude of 

1 LSB peak-to-peak to the output of the converter.  This noise can actually be helpful 

                                                 
3 Particularly in modern technologies, negligible leakage can be very difficult to achieve.  Chapter 3 will 
describe techniques to both reduce the effective leakage of the sampling switch, as well as avoid the need 
for a sample and hold entirely.  
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because it creates dither in the output of the converter, allowing the resolution of the 

converter to increase as the measurements are externally averaged together. 

In order to maximize the resolution for a given conversion time, Kvco should be as 

large as possible.  Hence, if implemented as a ring, the operating frequency of the VCO 

should also be high.  While ring oscillators can easily achieve 6-8 FO4 cycle times, a 

counter using a large adder with a latency of less than that could consume significant area 

and power.  Fortunately, the counter’s latency does not need to be set by the operating 

frequency of the VCO – only its throughput must be high enough that no counts are lost.  

Therefore, we used a simple toggle counter to minimize the required hardware.   

If the VCO is implemented as a ring oscillator, the resolution can be further 

increased by counting the edges out of all phases of the VCO instead of only a single 

phase.  By tracking all phases in the oscillator, the effective VCO cycle time can be 

reduced to the delay of a single stage of the VCO, which can be 1 FO4 or less. This 

technique may be particularly desirable in technologies where leakage in the sampling 

switch limits the resolution of the overall converter (as described further in Chapter 3). 

One of the drawbacks of the VCO-based converter is that the voltage to frequency 

gain of the oscillator may fluctuate with temperature.  Depending upon the VCO 

implementation, temperature variations can cause offset and gain errors in the 

measurement.  However, with additional circuitry such as a local thermometer – which 

could be implemented by another VCO converter sampling a relatively constant voltage 

(e.g. a divided version of VddQ) – the temperature dependence of the oscillator could be 

measured during calibration and cancelled in post-processing. 

2.2.3 Timing Generation 

To measure repetitive waveforms, time-dependent distributions (i.e., infinite persistence 

on an oscilloscope), or noise spectra, the sampler timing pulses need to be placed with 

relatively fine resolution within a time basis that spans the longest events of interest.  If 

package pins and metal tracks on the chip are available, the sampler timing signals can be 

generated in a relatively straightforward manner by external equipment (such as a pulse 
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generator) and then routed to the on-die measurement circuitry.  For many 

implementations of the measurement circuitry (such as [25] and [31]), this approach was 

taken.  However, in some applications it is necessary to generate the sampler timing 

signals using only internal circuitry, so we next describe an implementation of this timing 

circuitry (which was used in [32]).  
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Figure 2.5: Coarse/fine architecture for sampler timing generation. 

To meet the requirements of fine resolution within a wide time basis span with on-

chip circuitry, we employed a coarse/fine architecture (Figure 2.5) where the timing 

signals are placed with clock cycle granularity by a scan-chain controlled state machine, 

and then adjusted with finer steps by a low-fanout inverter-based delay line.  To avoid 

any dependency on the duty cycle of the clock, the state machine used only rising edges 

and the delay line was designed to cover at least one full clock cycle.   

Instead of using two separate delay lines for the two sampling signals, the clock was 

fed through a single delay line and the outputs of the state machine were resynchronized 

by the selected delayed clocks (dclk1,2) in order to minimize mismatches between the 
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paths of the two sampling signals.  For small delay settings, the smp signals from the 

state machine were retimed by the rising edge of dclk.  As the delay of a dclk approaches 

a full cycle, the smp signal may not meet the setup or hold time of the rising-edge 

triggered resynchronization flip-flop – leading to indeterminism in the signal’s timing.  

Therefore, for these delays smp is first captured by the falling edge of dclk before it is 

retimed by the rising edge.  The setting where this occurs can be found through 

calibration with on-chip flip-flop phase detectors that determine the early/late relationship 

between Samp1 and Samp2.  These detectors are in any case necessary to calibrate the 

delay line by measuring the number of delay stages that span a known clock cycle, and as 

described in the next section, would also be required to calibrate routing mismatch in an 

implementation that generates the sampling signals externally. 

Since the fine delay is generated by a set of inverters that run off of Vcore, the timing 

of the sampling signals will be affected by the noise that the circuits are measuring.  

While this does cause filtering of the true supply signal, as long as the delay sensitivity of 

the inverters is similar to that of the other circuits on the chip (mostly logic gates), the 

measurement circuits will see the noise with the same (supply-noise jittered) timing 

reference that the rest of the circuits do. 

2.3 Measurement Results 

The proposed supply noise measurement circuits were implemented on several chips in a 

variety of technologies [25,31,32].  The most extensive characterization work was done 

on the first implementation of these circuits [25], and hence this section will focus on the 

results from this chip.  This first chip with the noise measurement circuits was built in a 

0.13 µm CMOS process, and included 4 high-speed links and a central ASIC that 

controls the links [33].  The measurement circuits on this chip had the capability to 

measure both the digital supply (Vdd) and the supply dedicated to the analog blocks such 

as the PLL and phase interpolators (VddA).  In addition, noise generators were integrated 

to allow testing and validation of the measurement system.   
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2.3.1 Measurement System Calibration 

Calibration is a key element of the measurement system since it enables the realization of 

a high degree of accuracy with relatively simple (and non-ideal) circuits.  The first step in 

the calibration is to characterize the digital code versus input voltage curves of the two 

VCO-based converters.  To perform this calibration, the rest of the chip is placed in a 

power-down state and the supply voltage is swept across the range of interest using an 

external power supply and the average digital code at each voltage is recorded.  The 

measured VCO count versus voltage curves of the two samplers with a 1 µs conversion 

window are shown in Figure 2.6.  At a 1 V supply, Kvco is roughly 2.6 GHz/V, 

corresponding to a nominal LSB of 385 µV. 
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Figure 2.6: VCO calibration curves with a 1 µs conversion window. 

In addition to voltage calibration of the A/D converter, timing calibration is 

necessary to characterize any skew between the two sampling signals caused by 

mismatches in routing from the pulse generator to the measurement circuits.  To simplify 

the calibration procedure, two flip-flop phase detectors, shown in Figure 2.7a, are 

included as part of the measurement circuit.   
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          (a)          (b) 

Figure 2.7: a) On-chip flip-flop phase detectors for timing calibration.  b) Measured 
probability of each phase detector outputting a 1 versus timing offset between Samp1 and 
Samp2.  Negative toffset indicates Samp1 is skewed to arrive after Samp2. 

To measure the timing skew, the external pulse generator is used to sweep the timing 

offset between the two sampling signals and the outputs of the phase detectors are 

collected multiple times at each setting.  The result of this measurement, shown in Figure 

2.7b, is the percentage of time that each phase detector outputs a 1 (i.e. for phase detector 

1, Samp1 arrives after Samp2) at each timing offset.  If the setup times of the two flip-

flops are identical, the timing skew can be calculated by finding the center point between 

the two 50% probability points. 

Clearly, in using this timing calibration method any mismatch in the setup times of 

the two phase detectors will result in an error in the estimated skew.  Since the setup time 

of the flip-flops is generally on the order of the minimum step-size in τ, and the mismatch 

between setup times should be only on the order of 10-20%, this timing error will not 

cause a large error in the measured autocorrelation.  In addition, although rarely 

necessary, this calibration error can be removed by making use of the fact that the 

autocorrelation will be maximized when the two sampling signals are exactly aligned.4 

                                                 
4 Because of the variance associated with estimating autocorrelation using only a finite number of samples, 
this method will also result in calibration errors; however these errors can be minimized with a large 
number of samples. 
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2.3.2 Measurement System Validation and Characterization 

Since noise on VddQ directly affects the sampled node, the main accuracy concern for this 

measurement system is the degree to which VddQ remains coupled to on-chip Vss.  In 

order to characterize this effect, we used the noise generator to inject square wave current 

onto the supply grid while the rest of the chip was inactive.  
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Figure 2.8: a) Potential effect of uncoupled Vss noise through VddQ on measured 
waveform.  b) Measured noise injected on VddA (mean subtracted) at 1 MHz and 4 MHz 
with a 500 ns conversion window. 

The injected current causes the chip’s power supplies to collapse towards each other.  

As shown in Figure 2.8a, if VddQ is not perfectly coupled to on-chip Vss, it will effectively 
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move in the same direction as Vdd because of the change in Vss.   Since the VCO 

integrates VddQ noise over the conversion window, if the conversion window is the same 

width as the injected pulse, this uncoupled ground-bounce would cause the measured 

waveform to be somewhat triangular instead of square.  The height of this triangle 

relative to the amplitude of the square provides a worst-case bound on the relative error 

of the measurements due to shifts in Vss causing VddQ noise.  With a 500 ns conversion 

window, the measured 1 MHz and 4 MHz waveforms of Figure 2.8b exhibit only 

negligible differences in magnitude and shape, showing that uncoupled ground-bounce 

on VddQ is minimal for this chip. 

Despite the fact that these generated waveforms are deterministic, their spectral 

densities can be characterized using autocorrelation to validate the measurement 

procedure.  A 32 MHz square wave was created on Vdd and the measured waveform and 

PSD are shown in Figure 2.9.  The PSD exhibits the odd harmonics associated with the 

square-wave waveform.  
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Figure 2.9: Measured a) waveform and b) PSD of injected 32 MHz square wave on Vdd. 
The PSD has been scaled by the Nyquist frequency (10 GHz) to calculate the power and 
shown with the unit (dBV) instead of the usual (dB V2/Hz).  For PSDs in dBV, the 
average level in dB corresponds roughly to the noise σ. 
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Finally, to complete the characterization of the samplers, the noise floor of the 

system was measured in two different ways.  First, using a single sampler with the chip 

powered down, 100k samples were taken and the voltage distribution around the mean 

was recorded; the measured σ was 800 µV.  Second, both samplers were used to measure 

the noise floor in the frequency domain.  The measured noise floor of the PSD (overlaid 

in Figure 2.12) was 300 µV.  The reduction from the single sampler is due to the 

averaging of the noise sources that are uncorrelated between the two samplers. 

2.3.3 Measured Supply Noise 

With the characterization of the samplers complete, the chip was activated with the links 

running at 4 Gb/s in serial loop-back on 231 PRBS data.  Before proceeding to measure 

autocorrelation, we used a single sampler as a sub-sampled oscilloscope to collect the 

distribution of the supply noise at each point in time (Figure 2.10).  This measurement 

can provide a large amount of information about the behavior of the power supplies.  For 

example, the noise on Vdd exhibits much larger random variations (and hence a larger 

peak-to-peak variation) than the noise on VddA.  In fact, the large majority of the noise on 

VddA is due to a deterministic, repetitive noise waveform; this waveform can be extracted 

by taking the mean of the supply noise voltages at each point in time (Figure 2.11). 

 
Figure 2.10: Measured noise distributions on a) Vdd and b) VddA. 
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    (a)              (b) 

Figure 2.11: Measured deterministic noise on a) Vdd and b) VddA. 
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Figure 2.12: Measured PSD with noise floor for a) Vdd and b) VddA. 

To characterize the dynamics of both this deterministic waveform and the random 

supply noise, we measured the stationarized [34], or time-averaged PSD with the chip 

operating under the same conditions (Figure 2.12).  As can be seen by the peaks in the 

spectral densities of Figure 2.12, the most dominant component of the repetitive 

waveforms appears at 200 MHz.  Since the clock frequency of the ASIC core is 200 MHz 

for this data rate, and the core has its own supply voltage but a shared Vss, this noise is 
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likely due to ground bounce that is not fully decoupled to the supplies, explaining why 

the waveforms on Vdd and VddA look very similar.  An additional noise component exists 

at 400 MHz, which is the frequency of the reference clock that is fed to the PLLs in the 

links and drives some of the digital logic.  Finally, the noise waveform also has a 

component at 4 GHz, likely due to transitions in the clock buffers that drive both 

polarities of the 2 GHz main clock, and due to modulation of the tail currents in the 

differential pairs used in the transmitter, VCO, clock buffers, and phase interpolators. 

Both the distribution measurements from Figure 2.10 and the spectral densities from 

Figure 2.12 indicate that a large portion of the supply noise is due to these deterministic 

variations.  Except for the frequency components of the deterministic signal, the PSD of 

VddA is nearly flat, implying that the noise is essentially white in nature.  The PSD of Vdd 

is also relatively flat; however it exhibits some low frequency peaking in the 20-100 MHz 

range.  Since the voltage waveform shown in Figure 2.9a created by injecting a square 

wave current onto Vdd exhibits damped sinusoidal ripple, this peaking is most likely due 

to the transfer function of the supply distribution network.  In contrast, the square wave 

current response of VddA exhibits only overshoot on the transitions and no sinusoidal 

ripple, matching the relatively flat PSD.  The difference in the impedance of the two 

distribution networks is intentional; VddA has a more resistive distribution network 

because it supplies less power than Vdd and because the additional series resistance is 

beneficial in isolating VddA from external noise. 

For circuits that respond to noise equally at all points in time, the stationary PSD 

gives a complete description of the supply noise.  However, the random noise is actually 

cyclostationary in nature.  In the time-averaged spectral densities of Figure 2.12, the 

noise appears white because its time-varying behavior has been averaged by the 

measurement procedure, which for the stationary measurement samples the supply 

voltage uniformly throughout the noise cycle.  

For cyclostationary noise processes, both the distribution and the dynamics of the 

noise can vary within the cycle.  The cycle at which the characteristics of the noise repeat 

is not necessarily the clock cycle of the chip, especially if the chip has multiple clocks or 
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may exhibit somewhat repetitive modes of operation (e.g. a code loop running on a 

processor).  Since the noise cycle may not be known a priori, the most straightforward 

method to detect the noise cycle is a guess-and-check approach.  In many chips all of the 

clocks and/or events are harmonically related to each other, and therefore the 

measurement can be taken assuming that the noise cycle is some integer multiple of the 

slowest clock cycle in the system.  If the integer multiple that was chosen is large enough 

that the assumed noise cycle encompasses two or more true noise cycles, the measured 

characteristics of the supply noise will repeat within the assumed cycle.   

On this chip the cyclostationary behavior was not very pronounced, and therefore, 

instead of presenting the cyclostationary spectral densities at each time in the cycle, we 

measured the PSD of the random noise at two different times in order to observe 

examples of noise variation.  Additionally, in order to make the cyclostationary behavior 

more apparent, we decreased the operating frequency of the links to 2 Gb/s.  At this 

reduced rate, the majority of the logic should complete before the beginning of the next 

clock cycle, causing a period of relative calm on the supply. 
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Figure 2.13: Measured PSDs of Vdd noise at two different times in the noise period with 

the links operating at 2 Gb/s. 

Although the total power in the PSD shown on the right of Figure 2.13 is only 

slightly higher than that of the PSD on the left, their dynamics are clearly different - the 

PSD on the right has a strong component at 1 GHz that is not present in the other PSD.  
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Since a large portion of the transceiver runs off of a 1 GHz clock at this data rate, these 

two spectral densities correspond to times of relatively low and relatively high switching 

activity in the link circuits.  

2.4 Summary 

In this chapter we have presented a measurement system for characterization of power 

supply noise using two low-rate samplers to enable autocorrelation (and hence noise 

spectrum) measurement.  The system made use of a VCO-based A/D converter and 

calibration procedure in order to achieve high-resolution measurements with relatively 

simple circuitry.  

The system was used to measure supply noise on a high-speed link chip, and a 

deterministic signal of ~20 mV peak-to-peak was detected on both the digital and analog 

supplies.  In addition to this deterministic signal, the non-deterministic portion of the 

noise was shown to exhibit cyclostationary behavior, and example time-indexed spectra 

showing the cyclically varying properties of this noise were presented. 

By integrating such supply noise measurement systems in multiple locations on their 

chips, designers can use verified noise distributions and spectral densities to characterize 

both the supply grid and the impact of supply noise on their circuits.  As the issue of 

supply integrity is most acute in chips built in advanced technologies, performing this 

type of validation on these chips is of great interest.  However, because of issues caused 

by leakage in these advanced, digital-optimized transistors, many of the analog circuits 

which are part of the measurement system (in particular, the sample and hold) do not 

scale very well to these technologies.  Therefore, in the next chapter, we present 

improvements to the sampling circuitry that mitigate the impact of source-drain leakage, 

as well as a measurement technique that eliminates the need for a sample and hold (and 

hence separate supply) by averaging many dithered, low-resolution samples. 
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Chapter 3  
 
Supply Noise Measurement in Modern 
Technologies 

While the measurement system we described in the previous chapter is flexible enough to 

collect noise distributions, sub-sample periodic waveforms, and extract the spectrum of 

supply noise, it requires high-bandwidth, low-leakage sample and hold (S/H) circuits as 

well as analog buffers.  Unfortunately, these analog circuits – particularly the S/H – can 

be very difficult to scale to modern, performance-optimized CMOS technologies.  These 

issues are of particular importance when a separate, clean power supply and/or 

alternative, low-leakage (i.e., thicker gate oxide and higher threshold voltage) transistors 

are not available.   

Our first opportunity to implement the supply noise measurement system in an 

advanced technology was on a 90nm dual-core Itanium microprocessor code-named 

Montecito [32].  While a separate power supply was available for this design, for cost 

reasons the process did not include low-leakage devices.  Therefore, in the first part of 

this chapter, we present improvements to the S/H circuit design that significantly reduce 

the impact of source-drain leakage on the performance of the sampler, as well as 

measurements taken from the processor using this sampler design. 
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Although the circuit techniques used in the Itanium sampler were successful in 

limiting the impact of source-drain leakage, they increase the overall analog complexity 

of the design and rely on the existence of a separate power supply – both of which make 

integrating the noise measurement system onto a broad variety of chips more difficult.  

As we describe in the next section, modifications can be made to the sample and hold 

circuitry to eliminate the need for a separate power supply – but these modification 

further increase the complexity of the design and require additional calibration 

procedures to guarantee accurate final measurements. 

Therefore, in the last section of this chapter we describe a measurement system that 

eliminates both the analog complexity of the S/H and the overhead of a separate power 

supply by averaging many dithered, low-resolution samples.  After describing one 

implementation of such a system, we conclude with measurement results comparing its 

performance with a S/H-based system, and comments on the tradeoffs between the two 

approaches.  

3.1 Improvements for Itanium Measurement System 

As described in the previous chapter, the VCO-based ADC that is part of the 

measurement system uses the supply voltage sample to set the frequency of the VCO, and 

then counts clock pulses over a fixed time window to estimate this frequency.  The 

resolution of this ADC is set by the Hz/V gain of the VCO and by the width of the 

conversion window; to measure supply noise with mV-level resolution the conversion 

window is typically 100’s of ns wide.   

Due to the unavailability of high threshold, thick oxide devices, the sampling switch 

had to be implemented using standard, high-leakage devices.  To avoid undesirable 

filtering of the measurements, during hold mode the sampled voltage should be as 

independent of the supply voltage as possible; with standard devices the leakage time 

constants were often significantly shorter than the conversion window, making this 

isolation very difficult to achieve. 
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To mitigate the source-drain leakage of the sampling switch and hence improve its 

isolation, the sample and hold was modified from the previous design as shown in Figure 

3.1.  The PMOS switch was split into two, and during hold mode the unity gain buffer 

forces Vmid to track Vsamp.  The voltage across the switch connected to Cs is hence nearly 

zero (limited by buffer offset), and the switch’s source-drain leakage is essentially 

eliminated.   

Samp_b

Vfixed

+

-

Buffer

Vcore

Vctrl

Vsamp

Vfixed

Vfixed

Cs

Vfixed Vfixed

Vmid

 

Figure 3.1: Sample and hold with source-drain leakage cancellation.  The sampler circuits 
were powered off of a separate, relatively quiet supply Vfixed that was in any case required 
for the clock generation circuitry.   

With their 1-2 nm thick gate oxides, modern high-performance transistors often 

exhibit significant gate leakage; at high supply voltages, the gate leakage current can 

even be larger than the source-drain leakage [35].  Fortunately, because of the use of an 

independent supply Vfixed, the gate leakage of the sampling switch is of less concern than 

source-drain leakage.  This is because the effect of gate leakage on the sampled voltage is 

independent of future values of Vcore, and hence it does not lead to filtering of the 

measurements.  However, to maximize the ADC’s resolution it is still desirable to keep 

the net leakage current low.  While the gate leakage of the sampling switch could be 

eliminated in a manner similar to the source-drain leakage, this step was not taken 

because the gate leakage of the buffer opposes the gate leakage of the switch (Vfixed is 

raised above Vcore when taking measurements to keep all of the devices in the buffer in 
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saturation), and hence canceling the switch gate leakage can often result in a lower 

leakage time constant.5  

3.1.1 Itanium Measurements 

Figure 3.2 shows the distribution and spectrum obtained from measuring the noise with 

both cores operating at 1.4 GHz with a nominal supply of 1.05 V; the cores were set to 

toggle between a power virus and low activity.  As shown by the sharp dips in the 

distribution which repeat every clock cycle and the corresponding pulse train in the noise 

spectrum, a significant amount of noise is generated by clock-related activity that repeats 

every cycle.  This is most likely because the flip-flops and many of the logic gates toggle 

at or near the rising edge of the clock, leading to a current profile with repetitive pulses 

whose magnitudes are modulated by the number and size of the transitioning gates.   

 

Figure 3.2: Measured supply voltage distribution and spectrum with both cores toggling 
between high and low activity; the clock frequency is 1.4 GHz and Vcore is 1.05 V. 

The spectrum also shows an increase in the noise density at the lower frequencies 

(less than ~50 MHz) that is likely due to the resonance of the power distribution network.  

Since this lower frequency noise persists for many clock cycles, in a standard digital 

                                                 
5 The magnitudes of the two gate currents (from the sampling switch and from the buffer) are sensitive to 
sizing and process variations, and hence canceling the switch gate leakage can sometimes be beneficial.  To 
cover both cases the cancellation needs to be programmable, but the potential benefit in resolution is 
generally not worth this complexity.   
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system the noise directly impacts performance because the critical paths must meet 

timing at the lowest voltage.   

Montecito implemented an adaptive frequency control system that adjusts the 

processor’s operating frequency based on the current supply voltage [36,37].  One of the 

advantages of this adaptive frequency control is that the chip adjusts itself to these low-

frequency variations and hence on average achieves higher performance.  In this case, the 

measurements show ~70 mV of peak-to-peak noise, indicating that along with its other 

advantages, dynamic frequency management can improve performance by ~5% even in 

relatively quiet conditions [36]. 

3.2 Samplers without an Independent Power Supply 

The main motivation for using a separate power supply for the sample and hold circuit is 

to isolate the sample node from the supply that is being measured while the sample is 

being converted.  However, the use of a separate, higher than nominal power supply also 

solved the practical issue of providing headroom for the buffer to drive the sampled 

voltage onto the control node of the VCO.  To solve the practical issue of buffer 

headroom without the use of a separate supply, the sampler circuit can be modified as 

shown in Figure 3.3.   
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Buffer

Samp
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Vdd

Vctrl

Cdiv

Vs
Cgd

 

Figure 3.3: Sample and hold powered by the same supply that is being measured.  For 
simplicity, the circuit modifications for source-drain leakage cancellation (from Figure 
3.1) are not shown here, but in high-leakage technologies may need to be applied to this 
sample and hold as well. 

In this sampler, capacitive charge sharing is used to divide down the sample voltage 

and guarantee that it never exceeds the current supply voltage.  Clearly, dividing the 
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sampled voltage (reducing its magnitude) degrades the per-sample signal-to-noise ratio 

(SNR) of the measurement system.  In addition, the effective resolution of the VCO-

based ADC will be degraded, since a larger change in the original supply voltage would 

be required to change the frequency count by one step. 

Fortunately, the degree of division is typically not high.  This is because the division 

ratio is set only by the requirement that after sampling the maximum possible voltage, the 

buffer must have enough headroom to drive the sample voltage even if the supply later 

reaches its minimum value.  For example, if the supply voltage ranges from 0.95 V to 

1.05 V and the buffer headroom is 150 mV, the sampled voltage can be set to ¾ of the 

original supply voltage. 

While dividing the sample voltage solves the headroom issue, the more important 

issue of sample node isolation must still be handled.  As mentioned in the previous 

chapter, even if source-drain leakage is negligible, the voltage at the gate and body of the 

sampling switch will couple into the sample node through the sampling switch’s gate-to-

drain6 and body-to-drain capacitances.  During conversion, both the gate and the body of 

the sampling switch are connected to Vdd (the supply being measured), causing the 

sample node voltage to be set not only by the value of the supply voltage at the sampling 

instant, but also by the current value of the supply voltage.  In other words, the sample 

voltage Vs can be written as: 

( )s dd samp f dd dd sampV (t) = V (t )  k V (t) V (t )+ ⋅ −  
(3.1) 

 

where (Vdd(t)-Vdd(tsamp)) is the feedthrough term, and kf is the feedthrough coefficient 

from Vdd to Vs (i.e., kf  ≈ (Cgd+Cbd)/(Cgd+Cbd+Cs+Cdiv) ).   

As in the previous sampler designs, the VCO-based ADC adds the average value of 

the feedthrough over the conversion window to the voltage sample.  However, unlike the 

previous designs where the additional supply could be strongly coupled to Vss, the 

                                                 
6 Since the sampling switch is off during conversion, the gate-to-drain capacitance in this case is set mostly 
by the overlap and fringing fields from the gate to drain – which can be ~20% or more of the total gate 
capacitance in modern technologies [38].   
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feedthrough signal can not be decoupled from the behavior of the supply being measured.  

The impact of this is that instead of taking instantaneous samples of the supply voltage, 

the sampler essentially measures a filtered version of the supply noise signal.  The 

transfer function of the filter the sampler applies to the measurement can be expressed as: 

( )samp f f windowH (s) 1 k k H (s)= − + ⋅  
(3.2) 

 

where Hwindow(s) is the transfer function of a rectangular window of width Twin, which has 

the form of a sinc [39].   

Since the form of the filter that the sampler applies to the measured supply noise is 

known, an unfiltered measurement can be recovered in post-processing by applying the 

inverse transfer function to measured repetitive waveforms or noise spectra.7  While it is 

conceptually simple to apply this inverse filter, the correction can be simplified even 

further if only high frequency (i.e., f >>1/Twin) components of the supply noise are of 

interest.  This is because at high frequencies, the conversion window averages out all of the 

supply variations, and Hsamp(s) is then very well approximated by (1-kf).  In fact, this 

approximation is exact for frequency components that are harmonics of 1/Twin.  Therefore, 

the correction can simply be achieved by multiplying the measured (high-frequency) 

spectrum by 1/(1-kf). 

3.2.1 Feedthrough Calibration 

While correcting for the effect of feedthrough on the sampler is mathematically 

straightforward, the feedthrough coefficient kf is strongly dependent upon several process 

parameters such as gate oxide thickness, dopant concentration, and metal line width and 

spacing.  Therefore, to guarantee accurate final results (especially if multiple samplers are 

being used to compare noise at various locations on the die), it is highly desirable to 

perform a calibration that directly measures the level of feedthrough in each sampler.   

                                                 
7 While repetitive waveforms and noise spectra can be recovered in this manner, “infinite persistence” 
measurements taken via sub-sampling can not.  This is because in the case, the inverse filter would need to 
be applied to the full time domain waveform, which would not be available from a sub-sampled 
measurement. 
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To perform this calibration, an AC signal of known (or externally measurable) 

magnitude must be induced onto the power supply and then measured using the samplers.  

Since harmonics of 1/Twin are attenuated by exactly (1-kf), to simplify the calibration it is 

desirable to induce noise on the supply only at 1/Twin or its harmonics.  One of the most 

straightforward ways to achieve this is to create a square-wave whose frequency is 1/Twin 

(or a harmonic of 1/Twin) on the power supply, in which case kf can be calculated by 

f sampler squarek 1 A A= −  
(3.3) 

 

where Asampler is the magnitude measured by the sampler, and Asquare is the known 

magnitude of the square-wave. 

Conceptually, this calibration procedure is quite straightforward, but performing this 

procedure in real systems often leads to several practical difficulties.  Specifically, while 

on-chip circuitry to internally generate voltage waveforms of known magnitude on the 

power supply could be built, such a design would likely require either several calibration 

steps (for example, as described in [37]), or multiple package pins to allow external 

probing of the on-chip voltage waveforms.  In addition, these circuits would consume 

significant area (relative to the samplers) since they would need to sink large currents (in 

a high-performance processor, 10’s of amps) in order to generate reasonable voltage 

magnitudes on the low-impedance supply network.   

To avoid these on-chip overheads, the calibration waveform could be generated (and 

its magnitude measured) off-chip with external equipment and/or power transistors on the 

PCB.  However, this approach is not without its difficulties.  The calibration square 

wave’s frequency should be above 1/Twin, but to guarantee that the on-chip waveform 

closely matches the off-chip waveform, the frequency should also be well below the 

bandwidth of the package distribution network.  Typically, this leads to a square wave8 in 

the low MHz range.  While power transistors and/or external equipment that can switch 

                                                 
8 Although a sine wave may seem preferable to avoid transients in the voltage waveform (e.g. ringing due 
to the supply inductance), any clipping in the sine wave would negate this advantage.  Instead, the transient 
issue can simply be avoided by calculating the square wave magnitude based on the height of the flat 
region of the waveform (the square wave should be low enough in frequency for the transients to die out). 
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10’s of amps at this frequency are available, large decoupling capacitors on the PCB may 

lower the impedance of the supply network on the board even below the on-chip 

impedance – requiring even larger currents to achieve reasonable voltage amplitudes.   

With careful design and planning, all of the difficulties associated with performing 

the AC calibration can be overcome, but a sampler design that avoids the need for this 

type of dynamic calibration would significantly reduce the barriers to adopting the 

measurement system.  Since the coupling issues which forced the need for calibration 

arise from the fact that the gate of the PMOS switch is tied to Vdd while A/D conversion 

is being performed, one initially tempting alternative is to use to an NMOS-based 

sampling switch where the gate is tied to Vss during conversion. 

3.2.2 NMOS-Based Sample and Hold 

The most immediate issue with using an NMOS sample and hold to measure the supply 

voltage is that if the gate of the sampling switch is only driven to Vdd (as shown in Figure 

3.4a), the switch will be cut-off and the sampler’s bandwidth will be extremely low.  To 

improve the overdrive of the NMOS switch, a boosted supply could be generated with a 

charge pump, or a more sophisticated (and complicated) bootstrapping scheme such as 

[40] could be used, but in both cases charge would be injected onto the sample node 

during the switch turn-off.  Since the NMOS gate voltage (and hence the injected charge) 

will depend upon previous values of the supply voltage, as shown in Figure 3.4b, the 

sampler would still effectively measure a filtered version of the supply noise.9  

To improve the overdrive of the NMOS sampling transistor without the complexities 

of a boosted supply or bootstrapping, the supply voltage could be divided at the input of 

the sampling switch using a resistive voltage divider – as shown in Figure 3.5a.  As with 

the charge sharing sampler, the larger the voltage division, the worse the effective voltage 

resolution of the ADC and the SNR of each measurement will be.  These concerns are 

                                                 
9 This filtering can not be solved by adding a charge-injection cancellation switch [41], because the gate of 
the cancellation switch would be tied to the boosted voltage during A/D conversion.  Low-pass filtering the 
output of a charge pump that generates a boosted supply to drive the sampler’s gate does not solve this 
issue either – the charge pump inherently samples the measured supply, and hence aliases some high 
frequency portions of the supply noise into the bandwidth of the low-pass filter. 
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more relevant in the NMOS sampler, because to achieve a reasonable overdrive on the 

sampling switch, the input to the sampler typically needs to be divided by a factor of two 

to three.  In addition, because charge injection during the switch turn-off further reduces 

the sample node voltage, the effective division ratio is typically even higher than that set 

by the resistive divider – often leading to division by a roughly a factor of 5.   

(Vdd − kinjVboost)
Cs

Vs

Vdd

Cs

VddVdd

Vboost

~~ Vdd

Vs s

 

       (a)            (b) 

Figure 3.4: a) Terminal voltages for an NMOS S/H.  b) Terminal voltages for an NMOS 
S/H with a boosted gate voltage before and after the sampling switch is turned off.  
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Figure 3.5: a) NMOS sampling switch with resistively divided input. b) Buffer with 
voltage multiplication to recover ADC resolution lost from dividing the input supply. 

While the SNR of the measurement with respect to kT/C noise can only be recovered 

by increasing the sampler capacitance Cs (and hence power consumption) or increasing 

the degree of averaging, some of the voltage resolution can be recovered by using the 

buffer amplifier to introduce a multiplication factor between the sampling voltage and the 

VCO control voltage – as shown in Figure 3.5b.  The buffer’s allowable multiplication 

factor is once again set by the need to maintain buffer headroom at the minimum supply 

voltage after sampling the maximum supply voltage: 
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( ) ( )buffer dd,min od div dd,maxA V V A V= − ⋅  
(3.4) 

 

where Abuffer is the gain of the buffer (~1+Rt/Rb), Vod is the buffer headroom, and Adiv is 

the ratio between Vdd and Vs after sampling (i.e., including the switch’s charge injection).   

Despite the reduction in per-sample SNR, this configuration does initially look 

promising since it does not appear to include any direct coupling paths between Vs and 

Vdd while A/D conversion is being performed.  However, because of the voltage division, 

in order for the buffer amplifier to function properly it must accept input voltages in the 

vicinity of 200-300 mV.  To avoid subthreshold operation, this low input voltage 

essentially rules out the use of a buffer amplifier with an NMOS-based differential pair as 

the input stage of the amplifier.  Therefore, the buffer amplifier must use a PMOS-based 

input stage – such as the level-shifting source follower shown in Figure 3.6.   
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Figure 3.6: Example transistor-level implementation of an NMOS-based S/H and buffer 
amplifier.  To keep the NMOS differential pair in saturation, the buffer uses PMOS 
source followers to level-shift the 200-300 mV input voltage from the S/H. 

Unfortunately, a PMOS-based input stage will couple the sample node to Vdd 

through the Cgs of the PMOS device – as shown by the dashed arrow in Figure 3.6.  

While the magnitude of the direct coupling to the sample node is typically lower than 

with a PMOS-based sampler, the impact of this coupling on the effective filtering of the 

sampler must be evaluated relative to the divided supply voltage.  For example, if the 

magnitude of the coupling from Vdd to Vs during conversion is 2% and Adiv is 0.2, the 

effective feedthrough would be 10%.  Therefore, despite the initial promise of an NMOS-
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based sampler in eliminating the coupling issues, this design also typically requires 

dynamic calibration to guarantee accurate measurements. 

In both the NMOS and PMOS-based samplers, leakage cancellation may need to be 

employed to achieve acceptable leakage time constants – although the NMOS sampler 

does suffer less from source-drain leakage since the Vgs of the switch is negative during 

conversion.  Whether leakage cancellation is employed or not, eliminating the separate 

power supply increases the analog complexity of the sampler design, and leads to the 

requirement for dynamic calibration procedures to ensure accurate measurements.  While 

these issues can be overcome to realize an accurate, high-resolution noise measurement 

system, these designs are very sensitive to the detailed transistor parameters.  Hence, such 

designs require significant verification and optimization – making porting much more 

challenging.  Since nearly all of the issues can be traced back to the need for a S/H, in the 

next section we describe a measurement system that eliminates the S/H altogether by 

averaging many dithered, low-resolution samples.    

3.3 Averaging-Based System 
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Figure 3.7: Use of a DAC and pseudo-random bit sequence to generate dither and 
increase the resolution of a single-bit ADC (i.e., a single comparator). 

It is well known that averaging multiple low-resolution (i.e., coarsely quantized) samples 

yields a higher resolution measurement if the samples have an appropriate dither signal 

added to them [42].  To make use of this concept, in many ADCs the dither signal (which 

should be zero-mean) would have to be artificially created.  To maintain reasonable 

complexity, this dither is typically created by using a digital-to-analog converter (DAC) 

and a pseudo-random code (as shown in the single-bit ADC example of Figure 3.7).  
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However, as one may expect, the resolution of the DAC will limit the achievable 

resolution of the measurement (even after averaging) [43].    

Fortunately, as we mentioned in the previous chapter, in a VCO-based converter this 

resolution-enhancing dither is inherent and truly uniformly distributed – avoiding the 

resolution issues of artificially generated dither.  A VCO-based converter’s dither stems 

from the fact that the VCO is oscillating asynchronously with the rest of the system, 

which means that the initial phase of the VCO at the beginning of each conversion 

window is random and uniformly distributed between 0 and 1 period.10   

At the end of the conversion window, a deterministic phase shift proportional to the 

sampled voltage Vdd of KVCO·TWIN·Vdd is added to the random initial phase.  The counter 

quantizes the resulting total VCO phase with a quantization step of 1 period, resulting in  

φQ = floor[φ] = floor[φV + φN ] = φV + eQ (3.5) 

 

where φ is the total VCO phase shift, φV is the deterministic phase shift due to the 

sampled voltage, φN is the random initial phase, and eQ is quantization noise.  Since φN is 

independent of the measured voltage and spans an entire cycle, the quantization noise is 

uncorrelated with the sample voltage and has zero mean (in other words, E[eQ] = 0).  

Thus, averaging the quantized measurements φQ yields the average of φV, and hence the 

average voltage sample: 

E[Vdd] = E[φQ]/(KVCO·TWIN ) = E[φV]/(KVCO·TWIN ) (3.6) 

 

where E[] denotes the expectation operation.   

Of course, in order to perform averaging the input signal must be periodic so that the 

same voltage can be measured multiple times; such periodic waveforms can be measured 

with low-resolution samplers by sub-sampling, but any non-periodic variations will be 

removed by the averaging many samples together.  Directly related to this is that with 

                                                 
10 For clarity, all phases will be measured in units of VCO periods instead of degrees or radians. 
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low-resolution sampling, time-dependent distribution measurements (e.g., left of Figure 

3.2) can no longer be taken by simply collecting many samples and then plotting their 

histogram, because each sample will be corrupted by the coarse quantization and dither.11   

Although time-dependent distributions can no longer be directly measured with a 

low-resolution VCO-based converter, the dynamics of the non-repetitive noise can still be 

recovered by measuring autocorrelation:      

R(τ) = E[V(t-τ/2)V(t+τ/2)] = E[φV(t-τ/2)φV(t+τ/2)]/(KVCO·TWIN ) 2  (3.7) 

 

Just like repetitive waveforms, averaging individually dithered measurements also 

increases the resolution of the measured autocorrelation.  This is because the two 

samplers measuring φV(t-τ/2) and φV(t+τ/2) have uncorrelated zero-mean quantization 

noise.  Therefore, the mean of the quantization noise of the product of the samples 

remains zero, and  

R(τ) = E[φQ(t-τ/2)φQ(t+τ/2)]/(KVCO·TWIN) 2 (3.8) 

 

Thus, averaging allows high-resolution measurements of both voltage and autocorrelation 

to be obtained from low-resolution samples.  We can make use of this technique to 

dispose of the S/H and buffer amplifier (and their associated issues) altogether. 

   As shown in Figure 3.8, if the conversion window in a VCO-based system is short 

enough that the input voltage stays roughly constant during the entire window, then no 

explicit S/H is required.  The VCO (i.e. ring oscillator) runs directly off of Vdd such that 

its instantaneous frequency tracks the instantaneous supply voltage.  Just as with a high-

resolution VCO-based ADC, this frequency is then estimated by counting the number of 

edges that occur within a given window – but in this case the window is significantly 

shorter than a single period. 

                                                 
11 However, with a controllable DAC (either to generate the dither signal, or to sweep the effective 
thresholds of the ADC), time-dependent distributions can be measured to within the resolution of the DAC.   
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Figure 3.8: Low-resolution VCO measurement circuit. 

While the counter could be implemented as described in the previous chapter (i.e., 

with an AND gate and a toggle flip-flop), since the window is significantly shorter than a 

VCO period, in this case it is desirable to detect both rising and falling edges of the VCO.  

As compared to detecting only rising edges, this has the effect of increasing the Kvco by a 

factor of 2.  To detect any transitions in the VCO output, the Samp signal latches in the 

current phase state of the VCO and then the phase state of the VCO after a short, roughly 

supply-independent delay.  If the VCO output has transitioned, the outputs of the two 

latches will differ, and hence XOR’ing the two outputs indicates the “count” of interest.   

This counter essentially acts as a single-bit quantizer of φ = φN + φV, where φV is the 

phase accumulated by the VCO over a short delay, and φN is the VCO’s random initial 

phase.  When several 1-bit quantized outputs φQ are averaged together, the random initial 

phase is removed, leaving only φV (which is proportional to the supply voltage Vdd).  

Similarly, the average of the product of the outputs from two such circuits triggered τ 

apart in time will be proportional to R(τ). 

As previously stated, in this circuit the supply voltage must remain roughly constant 

during the conversion window.  This is because the VCO integrates the supply voltage 

during the delay between the latches (Twin), acting as a running average filter of the 

supply voltage.  More formally, the bandwidth of the measurement circuit is inversely 

proportional to Twin, and can be approximated by 

f-3dB ≈ 0.44/Twin (3.9) 
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Clearly, decreasing the delay yields higher bandwidth, but since the resolution of the 

converter is proportional to 1/(KvcoTwin), this comes at the cost of lower measurement 

sensitivity.  Therefore, the larger the required measurement bandwidth, the larger the 

number of averages N needed to achieve a desired overall measurement SNR.  The 

worst-case SNR for a sinusoidal signal of amplitude Asin can be lower-bounded by 

2 2
V sin vco winSNR 2N A (K T )= ⋅ ⋅  

(3.10) 

 

for sub-sampled voltage waveform measurement, and  

4 41
2R sin vco winSNR N A (K T )= ⋅ ⋅  

(3.11) 

 

for autocorrelation measurement.   

As an example, for a VCO with an effective Kvco of 10 GHz/V (i.e., detecting both 

edges of a 5 GHz/V VCO), measurement bandwidth of 10 GHz (Twin ≈ 44 ps), and a 

sinusoidal input with amplitude Asin = 50 mV, N ≈ 107 averages per time point would be 

required to achieve an SNRV of 40 dB (~6.6 effective bits of resolution), and N ≈ 8.5·1010 

for an SNRR of 40 dB.  Clearly, this extremely large number of samples is the biggest 

disadvantage of this type of system, but several steps can be taken to mitigate this issue.   

First, since a CMOS ring oscillator will be constructed out of several (typically, 3-5) 

stages, the effective Kvco of the converter can be increased by looking for transitions on 

all of the oscillator’s phases.  This simply involves latching and checking for transitions 

the output from each stage (instead of only one), and increases the effective Kvco by the 

number of stages in the VCO.  Since SNRV and SNRR are quadratically and quartically 

related to Kvco, counting all phases has a major impact on the required number of 

averages.  Specifically, for the same system described in the previous example, but 

counting all phases from a 5-stage VCO, the number of samples would be reduced to N ≈ 

4·105 and N ≈ 108 averages per time point for 40 dB of SNRV and SNRR respectively. 
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While significantly reduced by counting all phases, the number of samples required 

is still very significant.  However, the major practical limiter of measurement time is 

often the latency of the PC controller interface.  Therefore, the impact of the need for a 

large number of samples on measurement time can be mitigated by performing on-chip 

averaging of many samples (for each externally initiated scan) using a simple counter and 

a state machine.  Without further additional hardware, the time required to measure low-

frequency repetitive waveforms will be limited by the cycle of the waveform itself, but 

this is rarely an issue for the frequencies at which an on-chip measurement provides more 

information than an off-chip measurement (~10’s of MHz). 

3.3.1 Averaging-Based System Implementation and Measurements 

To verify the feasibility of an averaging-based system and to compare its performance to 

that of a S/H-based system, both systems were integrated in a 90 nm SOI process as part 

of a test chip for characterization of the parallel interface described by K. Chang et al. in 

[44].  In addition to his collaboration on developing the averaging-based system, Valentin 

Abramzon performed the measurements and characterization of these circuits, and 

described the technique and the results in [31]. 

Samp

C

Vdd

VddVdd

R

Twin

RC
inv1 inv2

inv3

 

Figure 3.9: Supply-independent delay generator. 

The S/H-based system used charge sharing (Figure 3.3) to operate off of the supply 

that was being measured, and also made use of a thick-oxide, high-threshold sampling 

transistor to minimize leakage.  The averaging-based system used two samplers similar to 

Figure 3.8, but with all 5 stages of the VCO checked for transitions.  The roughly supply-

independent Twin was generated using an RC delay (Figure 3.9).  The RC time constant 
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was set to be less than the rise time of inv1, so that the edge rates at the inputs of inv2 and 

inv3 (and thus their delays) were nearly identical.  Thus, the delay between the outputs of 

inv2 and inv3 to first order depended only on the RC product.  However, this circuit works 

best for generating small values of Twin, yielding very high bandwidth but low sensitivity. 

Both the S/H- and averaging-based circuits were triggered by the same pair of 

externally generated clocks and calibrated by varying the DC supply voltage of the chip 

with as much circuitry as possible turned off to minimize the DC voltage drop across the 

supply network.  Figure 3.10 shows the measured calibration results.  All of the curves 

are roughly linear for Vdd ≥ 0.9 V, but below this the S/H-based circuits show a 

pronounced non-linearity – likely due to voltage range limitations in the analog buffer. 
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Figure 3.10: Measured calibration curves for Twin = 1 µs for the S/H-based system and 
Twin  ≈ 10 ps for the averaging-based system. 

To verify the functionality of the noise measurement circuits, a 1 MHz square wave 

was induced on the chip’s supply with an off-chip noise generator.  Since 1 MHz is low 

enough in frequency for the chip package to be essentially transparent and for the supply 

grid to be excited uniformly across the entire die, the measurement circuits should record 

the same waveform as an off-chip probe regardless of their exact locations on the die.  

Once the feedthrough in the S/H-based system was calibrated (using this 1 MHz square 

wave) and corrected (kf was measured to be ~0.25), the waveform measured with the 

averaging-based system coincided (within ~2%) with the S/H-based measurement and with 

the waveform measured externally to the chip – as shown in Figure 3.11.  



CHAPTER 3. SUPPLY NOISE MEASUREMENT IN MODERN TECHNOLOGIES 

 

43

    

Figure 3.11: S/H-based and averaging-based measurements with S/H feedthrough 
cancelled in post-processing. 
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Figure 3.12: 500 MHz measured noise waveforms. 

After verifying the operation of the measurement circuits with a known external 

waveform, we used them to measure the actual supply noise induced by the on-die 

circuits (Figure 3.12).  On this chip, a periodic noise synchronous to the 500 MHz system 

clock appeared on the power supply, allowing us to simply sub-sample this noise 

waveform.  As opposed to the 1 MHz noise, the clock-related noise contained frequency 

components high enough to be distributed non-uniformly across the supply network.  

Specifically, the averaging-based circuit was located right next to strong noise sources 

and measured much higher noise amplitude than the S/H-based circuit located further 
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away and next to a large (~25 nF) on-die bypass capacitor.  As shown in Figure 3.12, this 

bypass capacitor along with the series supply rail resistance of ~10 mΩ attenuates the 

noise by approximately a factor of 2. 

3.4 Summary 

Modern CMOS processes are typically optimized to achieve very high digital switching 

speeds energy-efficiently, leading to low threshold voltages [45] and thin, leaky gate 

oxides.  In addition, since they add complexity to the manufacturing process (and hence 

increase cost), many of these technologies do not include alternative, low-leakage 

transistor designs – making the design of supply noise measurement samplers that must 

hold voltages on a capacitor for 100’s of nanoseconds (in order to achieve high 

resolution) much more challenging. 

Fortunately, even with leaky, high-performance transistors, re-using the analog 

buffer to nearly eliminate the voltage across the sampling switch can significantly reduce 

the level of source-drain leakage, and we presented measured results using this technique 

from a 90 nm dual-core Itanium microprocessor.  This design made use of a separate, 

quiet power supply for the sampler circuitry, but in many cases such a supply is 

unavailable or would simply incur too much overhead.  Therefore, we next presented a 

PMOS-based sampler that uses charge-sharing to divide the sample voltage and allow the 

sampler to operate off of the supply being measured.  While this eliminates the need for a 

separate supply, coupling from the supply being measured (through the switch parasitics) 

to the sample node leads to filtering of the noise measurements and the need for dynamic 

calibration to eliminate this filtering.  Even with NMOS-based samplers where the 

sampling switch’s gate is not tied to the measured supply during hold-mode, coupling 

through the input stage of the buffer still leads to the need for dynamic calibration. 

To avoid the complications associated with building a high-resolution S/H-based 

ADC in these modern technologies, we next described how to reconstruct high-resolution 

measurements of both autocorrelation and periodic noise waveforms by averaging many 

dithered, low-resolution samples from a converter that does not require a S/H.  The VCO-
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based implementation presented here confirms the feasibility of this approach and is 

significantly simpler and more robust than the S/H-based systems, but requires many 

averages due to its steep tradeoffs between bandwidth and per-sample SNR.  Despite this 

drawback, the averaging-based approach is a promising avenue for achieving very robust 

and scalable noise measurement systems.12 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                 
12 An implementation with controllable dither would require significantly less averaging than the VCO-
based approach, and would also enable time-dependent distribution measurements.  Hence, in Chapter 6 we 
will briefly describe potential future measurement systems building upon the averaging-based approach. 
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Chapter 4  
 
Feedback Amplifier Design for Linear 
Regulators 

Having described in the previous two chapters circuits and techniques to enable efficient 

measurement of the characteristics of on-die supply noise, in this chapter and the next we 

describe the design of integrated regulation circuitry to actively counter supply noise.  

Because modern high-performance CMOS chips are severely power or thermally-

constrained and further technology scaling will likely only accelerate this trend [2], the 

issue of power efficiency (i.e., tradeoffs between a regulator’s performance and its power 

consumption, and the impact of regulation on the power consumption of the entire chip) 

will take a central role throughout the discussion.   

It is because of the need for power efficiency that in this thesis we will focus on 

integrated linear regulators (vs. switching converters) to improve the integrity of the 

supply network.  As shown by Lee et al. in [46], the efficiency of fully integrated 

switching converters is severely limited by the resistance of the on-chip inductor.  Even if 

the inductor’s resistance is reduced (e.g., with magnetic materials [86] or package 

inductors [90]), the high frequency output impedance of a switching converter is limited 

by its switching frequency, and high conversion efficiency leads to a relatively low 

switching frequency compared to the bandwidth that would be required to counter broad-

band load current noise.   
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This first chapter on regulation focuses on tradeoffs that arise in the control design of 

CMOS linear regulators when the power consumption of the feedback amplifier is 

limited.  Specifically, we first describe how traditional compensation schemes that reduce 

the feedback amplifier’s bandwidth compromise the regulator’s noise performance.  

Since an unstable regulator would exhibit poor noise performance, to elucidate design 

strategies that avoid this compromise, we next analyze regulator performance as a 

function of the amplifier’s gain and bandwidth – leading to design equations that 

maximize rejection for a given gain-bandwidth (GBW).  This analysis highlights the 

nature of the tradeoff between amplifier gain-bandwidth (and hence power dissipation) 

and noise rejection, and shows that this tradeoff stems from the first-order high-frequency 

roll-off of the supply network’s impedance.  We then examine the implications of these 

tradeoffs on the regulator’s topology – specifically, the advantages of a source-follower 

output stage over a common-source – and finally show how knowledge of the load can be 

used to significantly improve the nature of the GBW vs. rejection tradeoff. 

4.1 Compensation and Noise Performance 

Since they are more straightforward to analyze, in this section we will use a typical series 

regulator (Figure 4.1) to highlight the degradation in noise performance caused by classic 

compensation schemes.  Although they will not be explicitly described here, shunt 

regulators exhibit very similar issues with regard to compensation and noise performance.   

Vref -

+

Load Cdecap

Vc

Vreg

+ -

Mpwr

Cgate
Vdd

 

Figure 4.1: Typical low-dropout series regulator implementation. 
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The regulator’s common-source PMOS output device Mpwr uses a low overdrive to 

maintain a low dropout voltage, leading to a large output device.  The gate capacitance of 

this large transistor loads the output of the amplifier, creating a pole that limits the 

amplifier’s bandwidth.  This pole is in addition to the pole formed at Vreg by the large 

decoupling capacitance used to suppress the impact of load current variations and supply 

noise.13  Therefore, the regulator will contain two (typically closely spaced) poles in its 

feedback loop, requiring compensation to achieve stability [47,48].   

  To minimize the size of the additional capacitance necessary to achieve stability, 

analog designers often compensate feedback loops at the highest impedance node.  In a 

linear regulator, the output of the amplifier is often the highest impedance node, and 

designs such as [49] perform compensation by increasing the capacitive loading on the 

amplifier.  Unfortunately, compensating the regulator by reducing the natural bandwidth 

of the amplifier has a very negative impact on the regulator’s performance.  To clarify 

this statement, we will qualitatively consider two regulators whose transfer functions 

from Vref to Vreg are identical; one whose dominant pole is at Vreg, and one whose 

dominant pole is at Vc.  In both cases, we will assume that the non-dominant pole is at a 

frequency much higher than the closed-loop regulator bandwidth such that the feedback 

loop is stable. 

-

+
Aamp(s)

Cdecap

Vc gmVc

Vreg

Inoise

ro

Rload

Zreg

 

Figure 4.2: Simplified small signal model for a series regulator’s output impedance – i.e., 
its voltage response to load current variations (Inoise).   

                                                 
13 Unlike external decoupling capacitors, with proper layout on-chip decoupling capacitors can achieve 
very low equivalent series resistance (ESR).  As will be described further in the next section, low ESR is 
highly desirable to minimize high frequency noise on Vreg, and since this thesis focuses on integrated 
regulators, we will assume negligible ESR in our analysis. 
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To calculate the response to variations in load current of these two regulators, we 

will use the simplified small signal model shown in Figure 4.2; gm and ro model the 

transconductance and output resistance of Mpwr, Rload is the load’s linearized output 

resistance, and Zreg is the effective impedance at the regulated supply Vreg.  To simplify 

the description, this model assumes that there is no coupling from Vreg to Vc (through the 

Cgd of Mpwr) and hence that Aamp(s) is simply a first-order low-pass filter with a DC gain 

of Aa, but this simplification does not alter the insights gained from the example. 
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Figure 4.3: Example output impedance for a regulator with a) ωo = ωhigh, ωa = ωlow, and b) 
ωo = ωlow, ωa = ωhigh.  AOL = gm·Rload||ro·Aa is the open loop gain of the regulator. 

Using the small signal model of Figure 4.2, the output impedances for these two 

regulators are plotted in Figure 4.3.14  For the regulator whose dominant pole is at Vreg, as 

the frequency of the load current variations passes 1/(Rload||ro·Cdecap), the decreasing 

impedance of the decoupling capacitance begins to reduce the open loop impedance at 

Vreg.  However, due to this reduction in impedance, the gain of the output device – and 

hence the gain of the regulator feedback loop – also begins to drop; these two effects 

initially cancel each other such that there is no net change in Zreg.  Past its closed loop 

bandwidth (ωbw) the regulator can no longer actively attenuate supply noise, and therefore 

                                                 
14 As we will describe in more detail in the next section, from the standpoint of the impact of the feedback 
loop on a linear regulator’s noise performance, output impedance and supply sensitivity are identical. 
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the output impedance is set entirely by the output RC network.  At ωbw, the impedance 

attenuation (relative to Rload||ro) of Cdecap approaches the open loop gain, and therefore 

past this frequency Zreg falls with the first order roll-off of Cdecap’s impedance. 

The output impedance of the regulator for which the amplifier is the dominant pole 

behaves quite differently.  As soon as the current noise frequency surpasses the amplifier 

bandwidth, the amplifier gain begins to drop and the output impedance increases.  Past 

the closed loop bandwidth of the regulator, the impedance flattens out at Rload||ro – in 

other words, the peak impedance is worse than it was with a high bandwidth amplifier by 

roughly the open loop gain.  Only once the bandwidth of the output RC network has been 

passed will the impedance begin to drop from this peak value.   

Clearly, a more careful stabilization approach than simply reducing the amplifier 

bandwidth must be taken to achieve good dynamic noise rejection.  To develop such an 

approach, we first note that if a regulator is optimized for high supply noise or load 

current variation rejection, such a regulator will have to be stable – after all, an unstable 

(or marginally stable) regulator could actually amplify such variations.  Therefore, in the 

next section we analyze regulator performance as a function of the amplifier’s design 

parameters, leading to design equations for the amplifier that intrinsically achieve 

stability by maximizing the regulator’s noise rejection at a given amplifier GBW. 

4.2 Regulator Feedback Amplifier Analysis 

To analyze the noise performance of both series and shunt regulators (whose typical 

implementation is shown in Figure 4.4a), we will use the small-signal model shown in 

Figure 4.4b.  In this model, Zo(s) represents the intrinsic impedance of the regulated 

supply node (i.e., the impedance without any regulator feedback).  We have drawn the 

regulator’s model this way because it directly leads to the regulated impedance Zreg(s) = 

Vreg(s)/Inoise(s).  In addition, since supply sensitivity can be found by setting Inoise(s) = 

Vdd(s)/ro, the model shows that the impact of the regulator’s feedback on the PSRR of a 



CHAPTER 4. FEEDBACK AMPLIFIER DESIGN FOR LINEAR REGULATORS 

 

52 

series regulator is identical to its impact on impedance.15  While this model continues to 

assume that undesired coupling of the power device’s gate Vc to Vreg or Vdd is negligible, 

including this coupling would not change the nature of the tradeoffs shown by the model.  

Load
Cdecap

Vref

Vc

Vreg

Mpwr

Ldist

Rdist

-

+

Vdd

 

(a) 

Vreg+Inoise Zo(s)

gm Aamp(s)

+
-

Rload||ro Cdecap

Rload||ro CdecapLdist

Rdist

Series Zo(s):

Shunt Zo(s):

Regulator Noise Model:

 

(b) 

Figure 4.4: a) Typical implementation of a shunt regulator, highlighting the most relevant 
elements of the supply network impedance. b) Generalized small-signal model for noise 
at regulator output – Zo(s) is the open loop impedance of the regulated supply. 

Using a first-order feedback amplifier with a DC gain of Aa and bandwidth of ωa, the 

regulator’s impedance is: 
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Z (s) 1+s ω
Z (s) .

1+s ω g A Z (s)
=

+
 

(4.1) 

                                                 
15 Inoise(s) = Vdd(s)/ro ignores any direct coupling from Vdd to Vreg (e.g., through the body-to-drain 
capacitance of Mpwr), but this typically only causes the regulator’s PSRR to approach a constant value at 
very high frequency, and has no impact on the behavior of the feedback loop. 
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As previously discussed, the amplifier’s limited bandwidth and the first-order roll-off of 

the decoupling capacitor’s impedance make regulators intrinsically second-order (or 

higher) feedback systems.  The amplifier’s limited bandwidth also causes a zero in Zreg, 

which is the reason that compensating the regulator by simply reducing the amplifier’s 

bandwidth sacrifices dynamic noise performance.   

In fact, because of the presence of this zero at ωa and that the device’s gm is 

effectively multiplied by Aa, Equation (4.1) makes it clear that good dynamic noise 

rejection requires the GBW of the amplifier to be maximized.  However, since amplifier 

gain can always be traded for bandwidth (e.g., through local negative feedback16), what is 

not as immediately apparent is how to optimally allocate the available GBW.  Although 

both excessive bandwidth (with low gain) and excessive low-frequency gain (with all of 

the gain disappearing before the impedance of Cdecap drops below Rload) are clearly 

wasteful, a strategy for balancing the two parameters is not initially as obvious.  

Therefore, we next develop an analysis that leads to the allocation between amplifier gain 

and bandwidth that maximizes the regulator’s performance with two different types of 

noise excitation: worst-case sinusoidal, and random, white noise.   

Since it is a lower-order system, we will only describe in detail here the analysis of a 

series regulator.  However, particularly for a worst-case sinusoidal excitation, the 

isolating inductance Ldist (mostly due to the package and external distribution network) 

makes the results for shunt regulators essentially identical.17  

For a series regulator, Zo(s) = Rload||ro/(1+s/ωo), where the output pole ωo is 

1/(Rload||ro⋅Cdecap), and we define the output device’s gain as Ao = gm⋅(Rload||ro).  To 

simplify the expressions we will normalize the amplifier’s bandwidth so that ωa = κ⋅ωo.  

We can then define the amplifier’s normalized gain-bandwidth as AGBW = Aa⋅κ.  Finally, 

                                                 
16 Compensating the amplifier with an RC circuit as described by Lee in [50] can achieve a similar effect in 
terms of trading between amplifier gain and bandwidth, but the capacitance required to achieve this is often 
too large to be practical. 
17 For worst-case sinusoidal noise current, with typical supply network parameters the difference in 
optimized impedance between a series and a shunt (using Equation (4.3) for both regulators) is less than 
10% across a broad range of amplifier GBW.  For random, white noise, the shunt regulator’s allocation 
would result in higher bandwidth.  However, the impedance vs. allocation curve is very shallow near the 
optimum; when both regulators use Equation (4.5), the difference in impedances is typically less than 5%. 
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for sinusoidal noise, we define the regulator’s minimum feedback-contributed load 

rejection as LRmin = (Rload||ro)/||Zreg,max|| (such that the Rload-referred rejection ratio is 

(1+Rload/ro)⋅LRmin).   

Using these definitions and Equation (4.1), it can be shown that for a regulator that is 

not overdamped, LRmin is 

 

( )min o a o a o aLR = 1-κ κ+2A A -2 A A 2κ+2+A A⎡ ⎤
⎣ ⎦  

(4.2) 

 

To find the allocation between gain and bandwidth that maximizes LRmin, we make use of 

the fact that Aa = AGBW/κ and solve for κ the equation given by setting d(LRmin)/dκ = 0.  

While this procedure is conceptually simple, the results are significantly simplified when 

the regulator has high open loop gain (i.e., AaAo >> 1).  Under this approximation, the 

load rejection is maximized when 

3 2
GBW o a GBW o2 3κ A A A A A= =  (4.3) 

 

While the exact allocation of Equation (4.3) is difficult to arrive at through means 

other than this mathematical analysis, the fact that both gain and bandwidth scale with the 

square-root of GBW has a simple, intuitive explanation that provides additional insight 

into this result.  Specifically, it has been previously shown that to minimize a supply 

network’s or regulator’s peak-to-peak response to load current steps, the impedance 

should exhibit no peaking [51,52,53] – this concept is also known as voltage positioning.   

As shown in Figure 4.5 – which uses the allocation of Equation (4.3) – because of 

the first-order roll-off of Zo(s), maintaining this flat behavior while reducing the 

regulator’s impedance requires both the gain and the bandwidth of the amplifier to be 

increased – explaining the form of Equation (4.3).   The need to increase both gain and 

bandwidth to reduce impedance also shows that the gain-bandwidth of the amplifier must 

scale with desired noise rejection squared; in the specific case of sinusoidal noise: 



CHAPTER 4. FEEDBACK AMPLIFIER DESIGN FOR LINEAR REGULATORS 

 

55

2
min

o
o

2 LRGBW ω
A

⋅≈ ⋅  
(4.4) 

 

-35

-30

-25

-20

-15

-10

-5

0

Frequency

R
el

at
iv

e 
Im

pe
da

nc
e 

(d
B

)

||Zreg(jω)||
2x ωa

2x Aa

||Zo(jω)||

 

Figure 4.5: Magnitude plot of Zreg(s) showing that both amplifier gain and bandwidth 
must be increased by 2x to decrease impedance by 2x. 

Several other insights can be gained by examining the results of the gain-bandwidth 

allocation.  The first point to notice is that because of the loop gain Ao contributed 

through Mpwr, most of AGBW will be allocated to bandwidth.  For example, with an AGBW 

of 10 (GBW of ~1 GHz), an Ao of 6 will make Aa ≈ 1.  Since straightforward amplifier 

implementations usually have high gain but low bandwidth, this makes applying local 

negative feedback to the amplifier to reduce its gain and increase its bandwidth a 

particularly attractive solution. 

In addition, as AGBW is increased, the allocation given by Equation (4.3) will cause 

the regulator’s damping ζ to approach a constant value of ~0.61 – leaving a small amount 

of peaking in the regulator’s response (as seen in Figure 4.5).  This slight discrepancy 

from traditional voltage positioning results from the lack of capacitor ESR, and from the 

fact that the response to sinusoidal current (instead of square current steps) was 

optimized.  However, this does not mean that the ESR of Cdecap should be intentionally 
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increased, since this would significantly degrade high-frequency noise sensitivity while 

minimally reducing the peak-to-peak ripple from a current step. 

While load currents are unlikely to display truly sinusoidal behavior, maximizing 

LRmin nearly minimizes the sensitivity of the regulator to a variety of deterministic or 

repetitive current variations.  Interestingly, optimizing the response of the regulator to 

random, white load current noise (i.e., maximizing σInoise/σVreg)18 leads to a very similar 

allocation of: 

 

GBW o a GBW oκ A A A A A= =  (4.5) 

 

Intuitively, the slight reduction in bandwidth is easily explained by the fact that for 

white, random load current, the noise energy is not concentrated at a single frequency, 

and hence additional peaking is actually desirable to minimize the total voltage noise 

energy.  Correspondingly, as AGBW is increased the regulator’s ζ approaches a value of 

~0.5. 

4.3 Implications on Regulator Topology 

These tradeoffs between amplifier gain-bandwidth and desired noise rejection stem from 

the 1st order nature of Zo(s) at high frequencies, and therefore from a load current noise 

rejection standpoint this tradeoff exists in essentially all regulator designs.  However, as 

we will explain in the next three subsections, the results of the feedback amplifier 

analysis have direct implications on the topology of the regulator.  Specifically, the 

regulator can make use of a source-follower output device to significantly improve the 

effective GBW of the feedback.  In addition, in some applications, the load is very well 

known and the effect of supply noise on the regulated output can be sensed separately 

                                                 
18 This analysis is carried out in a similar manner to that for the worst-case sinusoid, where σ2

Inoise/σ2
Vreg is 

computed from ( ) 2

reg
0

Z d .f f
∞

∫   Useful formulas for this type of integration of up to 7th order linear 

systems can be found in [54]. 
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from the output itself, and this fact can be used to change the form of the GBW vs. power 

supply noise rejection tradeoff from quadratic to linear.  The use of such replica feedback 

is then extended to applications where the regulator must also achieve high-bandwidth 

tracking of the reference input, and experimental results highlighting the improvements 

from this design are presented. 

4.3.1 Source-Follower Output Stage 

The analysis of the previous section showed that for optimal rejection characteristics the 

feedback amplifier’s gain will be modest – often 1 or less.  In these cases, the amplifier is 

essentially acting only as a power-consuming wire routing the error signal onto Mpwr’s 

gate, while using a source follower (SF) power device (Figure 4.6) applies the feedback 

signal to Mpwr through a high-bandwidth wire that has no power dissipation. 

Vref

Load
Cdecap

Vc

Vreg

Mpwr-
+

Vdd

Boost

Vreg+Inoise Zo(s)

gm

+
-

+ Aamp(s)++

 

(a)                     (b) 

Figure 4.6: a) Series regulator with source follower (SF) power device.  b) Noise model 
including intrinsic negative feedback of the SF. 

While for series regulators the use of an SF requires additional complexity for gate 

boosting circuitry (or alternatively, a separate power supply for the amplifier) to maintain 

low dropout (as shown in Figure 4.6a), the intrinsic feedback of the SF increases the 

rejection over a common source (CS) design by Ao (LRmin,SF ≈ LRmin,CS+Ao).  Hence, if 

the regulator is targeting an LRmin less than Ao, the power-consuming amplifier can be 

removed from the feedback path entirely.   

To truly achieve an LRmin of Ao when the amplifier has been removed requires the 

gate of the SF to be very well isolated from its source – but in this case this can be 
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achieved by simply adding capacitance to Vc.  This was demonstrated by den Besten in 

[55], where Vc was set through a replica-biased charge-pump.  As shown by Hazucha in 

[53], the intrinsic feedback of the SF gave the design from [55] significantly better figure 

of merit than all of the other regulators included in the comparison.   

An SF-based regulator can have advantages over a CS-based design even when the 

regulator is targeting an LRmin greater than Ao (and hence a feedback amplifier is 

required).  Without adding any intentional capacitance to Vc (to maintain high amplifier 

bandwidth), the ratio between the output device’s Cgs and the other parasitics at Vc 

ensures that independent of the action of the amplifier, the gate overdrive of Mpwr will be 

modulated by 40-50% of the noise on Vreg.  With the quadratic tradeoff between rejection 

and GBW, for LRmin<~3⋅Ao even this partial feedback through Mpwr’s gm cuts the SF 

regulator’s required AGBW by over 40%. 

4.3.2 Replica Feedback 

While the primary role of many regulators is to provide a low output impedance (while 

perhaps translating voltage levels) to minimize supply voltage variations, in some 

situations most of the noise is not caused by current draw variations in the load circuits 

themselves, but rather by other circuits on the die (e.g. an analog/mixed-signal 

component integrated as part of a larger digital chip [27]).  In these applications, the chief 

task of the regulator is to reject the externally generated noise on the power supply.   

For a regulator whose primary task is to reduce the supply impedance seen by the 

load, the error signal created by the noise is only available at the regulator’s output.  

However, the effect of externally generated noise on the regulator’s output can be sensed 

separately – especially when the behavior of the load with respect to supply variations is 

well-understood and can easily be mimicked (i.e. a replica of the load can easily be built). 

We can make use of this fact to drastically improve upon the feedback amplifier 

gain-bandwidth vs. rejection tradeoff.  Specifically, consider the replica-biased regulator 

[55] shown in Figure 4.7a, where the replica supply node is intentionally left without any 

decoupling capacitance.  By sensing the impact of Vdd noise on the replica supply (Vrep), 



CHAPTER 4. FEEDBACK AMPLIFIER DESIGN FOR LINEAR REGULATORS 

 

59

as long as the replica load’s static supply sensitivity matches that of the real load, the 

error signal applied to the amplifier will essentially be an unfiltered version of the noise 

at the output.  Therefore, as shown in Figure 4.7b, as the supply noise frequency 

surpasses the cutoff of the output RC filter, the magnitude of the error signal (relative to 

the noise on Vreg) will automatically increase.19   
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Figure 4.7: a) Replica-biased regulator. b) Open loop supply sensitivities (i.e., 
||Vx(jω)/Vdd(jω)||) of Vrep and Vreg, highlighting the increase in coupling to Vrep at high 
frequencies.   

From the standpoint of the regulator’s noise performance, this increase in the 

magnitude of the error signal is indistinguishable from increased amplifier gain.  

                                                 
19 The parasitic capacitors at Vrep will also eventually filter the coupling from Vdd and limit the increase in 
the magnitude of the error signal.  Therefore, as described in Appendix A, the replica load should be 
designed to minimize the effective capacitance it places on Vrep. 



CHAPTER 4. FEEDBACK AMPLIFIER DESIGN FOR LINEAR REGULATORS 

 

60 

Therefore, as shown in Figure 4.8, even increasing only the bandwidth of the amplifier 

causes the effective gain to increase by the same amount.  This means that in order to 

increase the supply rejection of the regulator, only the amplifier’s bandwidth must be 

increased (as opposed to both its gain and its bandwidth).  In other words, the required 

amplifier GBW increases only linearly with worst-case power supply rejection: 

min
o

o

PSRGBW ω ,
A

≈ ⋅  
(4.6) 

 

where PSRmin has been defined as the minimum feedback contributed power supply 

rejection (such that the total worst-case PSRR is (1+ro/Rload)·PSRmin).20 

-40

-30

-20

-10

0

10

20

30

Frequency

M
ag

ni
tu

de
 (d

B
)

||Vrep(jω)/Vreg(jω)||

Effective
Gain

||Aa(jω)||

2x ωa

2x

 

Figure 4.8: Plot of effective amplifier gain in a replica-biased regulator, showing that 
because of the increasing magnitude of the error signal on Vrep relative to Vreg, increasing 
the amplifier’s bandwidth by 2x increases the effective gain by 2x. 

The supply rejection advantages of a replica-biased regulator make this topology 

extremely well-suited to applications where a constant, quiet supply voltage is desired 

(such as generating the supply voltage for an LC oscillator or CML gates [56]) – 

                                                 
20 Equation (4.6) is derived assuming that the amplifier’s bandwidth ωa is less than or equal to the 
bandwidth of the output network ωo.  If ωa > ωo, the worst-case supply rejection will actually be at low 
frequency, because the effective feedback gain will start to increase at ωo.  However, in this situation the 
gain of the amplifier can simply be increased at the expense of its bandwidth, making Equation (4.6) valid. 
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especially since as long as the shapes of the replica and actual I-V curves match, the 

replica load current can be a fraction of the actual load current.  However, in a replica-

biased design, the lack of feedback from the true output means that the tracking 

bandwidth of the regulator will be limited by the bandwidth of the output RC network 

(ωo).  Hence, a replica-biased design may not be suitable in applications where the 

regulated supply must track the reference input at a reasonably high rate.   

Clk

PFD RegulatorVcp

Vreg

up

down

÷N

Ref_clk
+
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Figure 4.9: Supply regulated PLL block diagram. 

One such application that demands high tracking bandwidth from the regulator is the 

supply-regulated phase-locked loop (PLL) proposed by von Kaenel in [27] and extended 

for adaptive bandwidth by Sidiropoulos in [57] (Figure 4.9).21  The supply-regulated 

topology has found widespread use in modern technologies [30,49,57,60,61] because of 

its relaxed headroom requirements and simple VCO buffer design, but relies heavily 

upon regulator supply rejection to achieve low jitter.  The fact that the regulator is in the 

forward path of the PLL precludes the use of a replica-biased topology, but the supply 

rejection advantages of replica feedback would significantly improve the jitter 

performance of the PLL.  Therefore, in the next section we describe the regulator 

topology we proposed in [62] that makes use of a replica as part of a local feedback loop 

around the amplifier.  With the appropriate choice of gain for this local negative 

                                                 
21 It is interesting to note that the self-biased topology proposed by Maneatis in [58] and then improved in 
[59] essentially makes use of a replica-biased regulator to generate the (shared) tail voltage for the 
differential oscillator.  It is exactly due to the tracking bandwidth requirement that additional decoupling 
capacitance is not added from this tail node (Vtail) to the supply (Vdd), compromising the dynamic supply 
rejection of these designs. 
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feedback, the regulator can meet the tracking bandwidth requirement while utilizing the 

replica feedback for improved supply rejection. 

4.3.3 Replica Compensated Regulator 

-

+Vref +
Aamp(s)

Vreg

+

-

k

Wp

Verr

Vbp

VCOCdecap

 

Figure 4.10: Application of a local negative feedback loop to the regulator’s amplifier. 

In order to arrive at the proposed structure, we will start with the application of a local 

negative feedback loop on the regulator’s amplifier, as shown in Figure 4.10.  As 

previously described, this additional negative feedback allows the amplifier’s forward 

gain to be traded for bandwidth, and changes the regulator’s transfer function to 

reg amp_eff o amp a_eff
amp_eff

in amp_eff o amp a_eff

V (s) A (s)A (s) A (s) A
, A (s) .

V (s) 1 A (s)A (s) 1 A (s) 1 s/ωk
= = =

+ + +
 

(4.7) 

 

Since in a supply-regulated PLL the structure of the load is easy to mimic (as shown in 

Appendix A), we can make use of replica feedback (while still allowing the desired 

tracking bandwidth to be obtained with the appropriate choice of k) to improve the 

regulator’s supply rejection by modifying the local negative feedback such that it is taken 

through a replica load, as conceptually illustrated in Figure 4.11.   
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Figure 4.11: Addition of a replica to the amplifier’s local negative feedback to improve 
the regulator’s supply rejection.  Note that to maintain the correct DC voltage at Vreg, the 
feedback from the replica supply node is also referenced to Vref. 

In order to simplify the implementation of the regulator, we can restructure the 

amplifier and its local feedback loop by separating the feedforward and feedback gain 

paths as shown in Figure 4.12a.  Since the addition between the feedback from the replica 

and the feedback from the actual output occurs at the output of their respective 

amplifiers, as shown in Figure 4.12b the summation could easily be implemented in the 

current domain by shunting together the outputs of the transconductance stages that 

implement the amplifiers.   

Notice that in Figure 4.12b, the total gm of the two amplifiers is proportional to 1+k – 

i.e., the total gm increases with k.  From a practical standpoint, for a given total feedback 

amplifier current, the total gm would be allocated between the two amplifiers (rather than 

increased with k).  Therefore, we implemented the final replica compensated regulator as 

shown in Figure 4.12c, where two differential pairs share a single current-mirror load, 

and the (re-scaled) feedback gain ks = k/(1+k) is set by the current and device width 

allocated to each pair.  
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Figure 4.12: a) Separation of the amplifier feedforward and feedback paths.  b) 
Feedforward and feedback amplifiers implemented using transconductance stages with 
their outputs summed in the current domain.  c) Circuit implementation of the replica 
compensated regulator with two differential pairs sharing a single current-mirror load. 
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4.3.3.1 Replica Compensated Regulator Bandwidth 

As with a standard regulator to which local negative feedback is applied to the amplifier, 

as the local feedback gain ks is increased, the open-loop gain from Vref to Vreg drops and 

the tracking bandwidth decreases.  To arrive at design equations that estimate the 

regulator’s closed loop bandwidth, we will briefly examine the reference to output 

transfer function of the regulator, and its behavior for different values of ks. 

Defining Ao_rep(s) as the transfer function of the replica output stage, the closed loop 

transfer function of the regulator is 

( )
reg amp o

ref amp s o s o_rep

V (s) A (s)A (s)
.

V (s) 1 A (s) (1- )A (s) A (s)k k
=

+ +
 

(4.8) 

 

To make the local feedback applied to the amplifier more apparent, this transfer function 

can be manipulated to match the form of Equation (4.7), with 

( )
amp

amp_eff
s amp o_rep o

A (s)
A (s) .

1 A (s) A (s) A (s)k
=

+ −
 

(4.9) 

 

Interestingly, the Ao_rep(s)–Ao(s) term shows that the local feedback is only applied to the 

amplifier at frequencies where the gain of the replica output stage is large compared to 

that of the actual output stage.  This means that it is only at frequencies between ωo and 

ωo_rep (the pole due to the parasitic capacitances at Vrep) that the feedback takes effect and 

extends the amplifier’s bandwidth, thus stabilizing the regulator.  Therefore, ωo_rep should 

be at a high enough frequency that the local feedback maintains the extended amplifier 

bandwidth until well beyond the open-loop cross-over frequency. 

Figure 4.13 shows the root locus of the regulator transfer function as ks is swept from 

zero to one with example values for the gains and poles.  Initially, as the effective 

bandwidth of the amplifier is increased with ks, the output pole becomes more dominant 

and the phase margin of the regulator improves.  Once ωa_eff has been increased enough 

that the overall regulator becomes overdamped, the closed loop dominant poles of the 
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regulator (ωbw and ω2nd_order) meet on the real axis and split.  In this region, the regulator 

bandwidth is approximately set by the output pole, 

a o
bw o o

s a o s

(1 A A ) 1ω ω ω .
(1 A A )k k

+≈ ≈
+

 
(4.10) 
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Figure 4.13: Replica compensated regulator root locus vs. ks with Aa = Ao = 10, ωo = ωa, 
and ωrep = 100ωo. 

Since at this point the output pole is already completely dominant, further increases 

in amplifier bandwidth do not affect the stability of the loop; it is at this point that as ks is 

increased ωbw begins to decrease because of the reduction in effective amplifier gain.  Of 

course, once all of the gain has been allocated to the replica loop (i.e. ks = 1), the 

regulator becomes replica-biased, with its bandwidth set by ωo and the other two poles 

(ω2nd_order and ω3rd_order) at the closed loop poles of the replica loop.  As shown by the pole 

locations when ks = 1 in the example of Figure 4.13, the replica loop may itself be 

underdamped.  Therefore, in order to avoid any peaking in the response of the regulator, 

ks should be within the range that makes all three poles of the regulator purely real and 

negative – which is also the region in which Equation (4.10) can be used to easily 

estimate the bandwidth of the regulator. 
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4.3.3.2 Replica Compensated Regulator Supply Rejection 

While increasing the local feedback gain of the replica compensated regulator decreases 

its tracking bandwidth, the additional effective gain provided by the replica feedback 

improves the regulator’s supply rejection as ks is increased.  In order to quantify this 

tradeoff, in this section we will briefly examine the supply rejection properties of the 

regulator.  The analysis will show that because of the opposing effects of ks on bandwidth 

and rejection, this topology simply trades tracking bandwidth linearly for worst-case 

rejection, and that because of the use of the replica, the regulator maintains a linear 

tradeoff between required amplifier gain-bandwidth and rejection. 
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+

-

+
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+
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Figure 4.14: Noise transfer functions model of the replica compensated regulator. 

In order to analyze the supply rejection properties of the regulator, we will derive the 

noise sensitivity transfer functions using the model shown in Figure 4.14.  Defining the 

voltage noise terms as Vn_reg and Vn_rep,22 the transfer functions are 

( )
reg s amp o_rep

n_reg amp s o s o_rep

V (s) 1 A (s)A (s)
,

V (s) 1 A (s) (1 )A (s) A (s)
k

k k
+

=
+ − +

 
(4.11) 

 

and 

( )
reg s amp o

n_rep amp s o s o_rep

V (s) A (s)A (s)
.

V (s) 1 A (s) (1 )A (s) A (s)
k

k k
−

=
+ − +

 
(4.12) 

                                                 
22 We have separated the noise sources impacting Vreg and Vrep in this way in order to simplify the analysis 
of replica load mismatch presented in Appendix A.   
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For supply noise, Vn_reg and Vn_rep will simply be filtered (by the true output and replica 

output RC networks, respectively) versions of the noise on Vdd.  Hence, if the static 

sensitivity and DC gain of the replica output stage match those of the actual load, the 

supply noise transfer function is 

( )
reg Vdd Vdd

dd reg amp s o s o_rep

V (s) S (s) S (s) ,
V (s) 1 A (s) 1 A (s) (1 )A (s) A (s)k k

= =
+ + − +

 
(4.13) 

 

where SVdd(s) is the transfer function of the RC filter from Vdd to Vreg. 

As mentioned in the previous subsection, in order to avoid any peaking in its 

response the regulator should be designed such that all three of its poles are purely real 

and negative.  If the regulator is designed in this manner, it is straightforward to predict 

its sensitivity to supply noise.  Since the dominant pole of the regulator must be set at a 

frequency 5 to 10 times higher than the PLL bandwidth in order to maintain the PLL’s 

stability, in analyzing supply rejection we will make the assumption that the closed-loop 

bandwidth of the regulator is higher than the open-loop bandwidth of the amplifier. 

Since the local feedback is applied to the amplifier only at frequencies where 

Ao_rep(s) differs from Ao(s), at low frequencies the rejection of the regulator is identical to 

that of a typical regulator with the same amplifier gain.  Just as it did for the traditional 

regulator, once the supply noise frequency passes the open-loop bandwidth of the 

amplifier (ωa), the amplifier’s gain drops and the regulator will have less total gain Areg(s) 

to combat the noise, leading to a zero at ωa (Figure 4.15).  

When the frequency of the supply noise passes ωo, the higher bandwidth of the RC 

filter at Vrep increases the effective gain of the replica path relative to the gain of the main 

path.  Therefore, as shown in Figure 4.15a, there will be a frequency at which Areg(s) is 

dominated by the gain through the replica path – this frequency is the closed-loop 

bandwidth of the regulator, ωbw.  As shown in Figure 4.15b, once the supply noise 
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frequency passes ωbw, the supply sensitivity of the regulator reaches its maximum value 

before it begins to roll off again due to the attenuation of the output RC filter. 

 
  (a)           (b) 

Figure 4.15: Replica compensated regulator a) open-loop gains and b) supply sensitivity 
components with Aa = Ao = 10, ωo = ωa, ωrep = 100ωo, ks = 0.25, and SVdd = 
Rload/(Rload+ro) = 0.25.  Areg(s) is the total gain the regulator applies against supply noise, 
AVreg(s) is the gain the regulator feedback applies to noise sensed on Vreg, and AVrep(s) is 
the gain applied by the replica path to noise sensed on Vrep. 

Knowing that the feedback-contributed rejection of the regulator is (1+AaAo), and 

that at ωbw the amplifier gain has dropped by ωa/ωbw, the minimum feedback-contributed 

supply rejection can be simply approximated by 

a a
min a o s a o

bw o

ω ωPSR (1 A A ) (1 A A )
ω ω

k≈ ⋅ + ≈ ⋅ +  
(4.14) 

 

The form of the tradeoff between regulator bandwidth and worst-case supply rejection is 

now clear – increasing bandwidth linearly decreases the minimum rejection.  

Equivalently, increasing ks improves the regulator’s supply rejection but linearly 

decreases its bandwidth.  Since these mechanisms vary in the same manner with the 

feedback gain, the product of minimum supply rejection (PSRmin) and regulator 

bandwidth is independent of ks, and is given by 
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min bw oPSR ω GBW A⋅ ≈ ⋅  (4.15) 

 

Therefore, in a supply-regulated PLL, maximizing supply rejection requires that ks be 

chosen such that the regulator achieves the lowest possible bandwidth that maintains PLL 

stability.  As can be seen from Equation (4.15), at this fixed tracking bandwidth, 

increasing the gain-bandwidth of the amplifier will linearly increase PSRmin – once again 

highlighting the benefit of the use of a replica for the local feedback. 

4.3.3.3 Replica Compensated Regulator Experimental Results 

PFD

VCO

VCO
Regulator

Vcp

Vreg

up

down

Clk

N÷

Ref_clk
Active R VR

VddA VddA

VddA

VddA

VddA

VddA

Clock Path
Regulator

Vdd_buf

Vdd_buf

 

Figure 4.16: PLL and clock distribution architecture of the test chip for characterization 
of the parallel interface described in [44].  The stabilizing resistor for the PLL’s loop 
filter is created by the output resistance of the unity gain buffer labeled “Active R”.  
Nominally, VddA = 1.5 V, and Vdd_buf ≈ .73·VddA. 

To experimentally demonstrate its efficacy, the replica compensated regulator was 

implemented in a 90 nm SOI process as part of one of the PLLs on a test chip for 

characterization of the parallel interface described by K. Chang et al. in [44].  Each 

transmit or receive byte-wide link had a multiply-by-5 PLL to generate its high-speed 

clock; the PLL architecture (Figure 4.16) was based upon a previous design [30]. 

For the purpose of comparison, two transmit byte-wide parallel links were 

fabricated; with all other components identical (including the decoupling capacitance for 

the VCO supplies), the PLL for one of the links used a VCO regulator based on [57] and 
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[30], and the VCO regulator in the other link was replica compensated.  For the purpose 

of comparison, the replica compensated regulator was designed to consume roughly the 

same amount of power as the original regulator.   
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Figure 4.17: a) Measured supply noise sensitivity versus frequency for the PLLs with the 
original regulator design and with the replica compensated regulator.  b) Sensitivity of the 
original PLL divided by sensitivity of the PLL with the replica compensated regulator. 

While the test chip did not include the capability to directly measure the regulator 

output voltage (and hence the regulator supply noise sensitivity), it did include supply 

noise generators and measurement circuits similar to those described in the previous two 

chapters.  Therefore, we used the generators to inject sinusoidal noise onto the power 

supply, measured the resulting jitter by sending a clock pattern through the transmitter, 

and normalized this jitter by the measured supply noise magnitude to obtain the supply 

noise sensitivity for the two PLLs.  The results of this measurement for both PLLs 

operating at 2.5 GHz are shown in Figure 4.17a. 

The measured data clearly shows that the PLL with the replica compensated 

regulator has lower supply sensitivity.  To better isolate the sensitivity differences due to 

the regulators from the filtering that the PLL itself applies to the noise (as described by 

Mansuri et al. in [63]), Figure 4.17b shows the measured sensitivity of the original PLL 

divided by the sensitivity of the PLL with the replica compensated regulator.  Because of 

the additive supply noise paths through the active resistor and clock buffers (shown in 

Figure 4.16), the ratio shown in Figure 4.17b will not directly match the ratio of regulator 
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sensitivities – but it does provide a lower bound on the improvement of the replica 

compensated regulator over the previous design.   

 

Figure 4.18: Simulated supply noise sensitivities for the original regulator, active resistor, 
and replica compensated regulator. 

The measurement shows that the additional gain stage of the replica compensated 

regulator improves the low frequency noise sensitivity23 by at least ~10 dB.  In fact, the 

simulation results of Figure 4.18 show that even at higher frequencies, the replica 

compensated regulator’s sensitivity has been reduced enough that the active resistor 

becomes the dominant contributor of noise coupling from VddA to the VCO supply.24   

The fact that the active resistor is the dominant source of sensitivity to supply noise 

in the PLL with the replica compensated regulator unfortunately makes it difficult to 

isolate the replica compensated regulator’s sensitivity; however, the sensitivity ratio does 
                                                 
23 Because of the integration from the charge pump/loop filter, it is normally expected that the supply 
sensitivity of an overdamped PLL rises at 20dB/dec at low frequencies (i.e. below ~10% of the PLL 
bandwidth).  The sensitivity of the original PLL displays this behavior, but the low frequency sensitivity of 
the PLL with the replica compensated regulator is essentially flat – leading to the low frequency slope in 
the sensitivity ratio.  The floor in the noise sensitivity of the PLL with the replica compensated regulator is 
most likely due to mismatch between the clock buffers on the forward path and those in the feedback path, 
and hence it is unlikely that the low frequency slope in the sensitivity ratio is due to the behaviors of the 
two regulators. 
24 Note that the reason for the increase in sensitivity of the active resistor and original regulator that begins 
at 10-20MHz is most likely the reduction in effective output impedance of body-contacted SOI devices at 
frequencies where the resistive body contact is no longer effective [44].  Due to differences in sizing and 
topology, the active resistor displays this behavior at a lower frequency than the original regulator, leading 
to the reduction in measured sensitivity ratio that begins at ~10MHz shown in Figure 4.17b. 
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provide a lower bound on the relative improvement of the replica compensated design.  

Thus, the measured ratio shows that with roughly the same power consumption, the 

replica compensated regulator achieves a minimum of ~4 dB higher supply rejection than 

the previous design.  Furthermore, the typical corner simulations from Figure 4.18 

indicate that the regulator in isolation achieves an improvement of greater than 15 dB in 

supply noise rejection. 

4.4 Summary 

In this chapter, we began to explore the issue of efficient regulator design with an 

examination of the control design of CMOS linear regulators whose feedback amplifiers 

have limited power consumption, and hence limited gain-bandwidth.  The first concern of 

many regulator designers is to guarantee the stability of the feedback loop – which is 

intrinsically second-order (or higher) because of the amplifier’s limited bandwidth and 

the first-order roll-off of the supply network’s high-frequency impedance.  However, we 

showed that traditional compensation schemes that reduce the natural bandwidth of the 

amplifier significantly degrade the dynamic noise performance of the regulator.   

To point to better design strategies, we developed an analysis of regulator 

performance that shows how to allocate between the feedback amplifier’s gain and 

bandwidth in order to maximize noise rejection, naturally leading to stable designs.  The 

analysis showed that because of the gain contributed by the output device, the amplifier 

should typically be designed with a high bandwidth and relatively low gain.  This 

allocation leads to relatively flat output impedance characteristics – matching well with 

the concept of voltage-positioning [51]. 

In order to increase the regulator’s noise rejection, both the amplifier’s gain and its 

bandwidth must be increased to maintain flat output impedance, making the GBW 

required of the amplifier scale quadratically with the desired worst-case rejection.  This 

tradeoff arises from the first-order reduction in the impedance of the supply network’s 

decoupling capacitors, and therefore from the standpoint of output impedance is inherent 

to essentially all regulator designs.   
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The implications of these results on the topology of integrated regulators were then 

examined, starting by showing that the intrinsic negative feedback provided by a source-

follower output device can significantly improve the regulator’s performance – especially 

in high power-efficiency designs.  We then examined how to make use of the fact that in 

some applications where externally generated supply noise is more critical than output 

impedance, the effect of supply noise on the regulated output can be sensed separately 

from the load itself.  By sensing supply noise through a replica whose supply is not 

filtered by additional decoupling capacitance, the effective gain of the feedback amplifier 

essentially increases with frequency – making the required amplifier GBW increase only 

linearly with power supply rejection.  Finally, we presented a replica compensated 

regulator that employs local amplifier feedback through a replica to extend the benefits of 

replica feedback to regulators which must maintain high tracking bandwidths. 

One of the most challenging designs from the standpoint of supply noise issues is a 

modern microprocessor, where the vast majority of the power consumption is due to 

digital logic gates.  While in this chapter we showed that a source-follower output stage 

can significantly improve the noise performance of a regulator, as we will show in the 

next chapter, the power overheads of typical regulator topologies whose goal is to reduce 

the supply impedance are simply too large to enable their adoption in such power-limited 

digital designs.  Therefore, in the next chapter, we develop a push-pull shunt topology 

that can simultaneously reduce both the supply impedance and the overall power 

consumption of digital chips. 
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Chapter 5  
 
Push-Pull Shunt Regulation for Digital 
Circuits 

As we saw in several of the examples from the previous chapter, on-chip regulation has 

found extensive use in isolating the power supplies of sensitive analog or mixed-signal 

circuits from externally generated noise.  While there has been some work exploring 

active noise reduction for digital chips [64,65], in today’s power-limited environment and 

given the robustness of digital circuits, on-die regulation of digital supplies will only be 

adopted if it effectively decreases the total power dissipation of the chip. 

While building a regulator that must spend power to reduce the effective supply 

network impedance may at first seem contradictory to the goal of reducing the entire 

chip’s power dissipation, variations in the supply voltage (caused by variations in the 

load current) are themselves a cause of additional power dissipation.  As we will describe 

in more detail in the first section of this chapter, this additional power dissipation is due 

to the fact that in synchronous digital systems, performance (or operating frequency) is 

set by the minimum average supply voltage over a clock cycle; noise-induced drops in 

the minimum supply voltage necessitate an increase in the nominal voltage to maintain 

the same performance.  Therefore, if a regulator consumes less power than the power 

saved by the reduction in supply voltage enabled by lower noise, it can reduce the overall 

chip power consumption. 
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Achieving such efficiency requires optimizing the regulator to use minimal static 

power (both in the output stage and in the feedback circuits).  As we will show in further 

detail in the second section of this chapter, single-supply linear regulators intrinsically 

burn significant static power in the output stage, making them unsuitable for this 

application.  Therefore, in the rest of this chapter, we describe the design and 

implementation of a push-pull shunt regulator that makes use of a second, higher-than-

nominal supply voltage to enable the regulator to transiently deliver energy to the load, 

allowing us to achieve the goal of reducing the chip’s power consumption. 

5.1 Efficiency of an Unregulated Digital Chip 

Since the main barrier to the adoption of regulation in digital applications is the need to 

maintain chip power consumption constant (or even lower it), we must first evaluate the 

additional power dissipation caused by supply variations.  We will calculate this excess 

power by assuming that the digital circuits’ performance – and hence the minimum 

supply voltage – are kept constant.  Therefore, as the noise on the supply increases, the 

nominal supply voltage must increase.  An additional factor to consider is that since the 

dynamic current (and hence current variations) of a digital circuit is proportional to 

Csw·fclk·Vdd (where Csw is effective switched capacitance per cycle and fclk is the operating 

frequency), the effective noise current increases along with the nominal supply voltage.   

In order to maintain a certain minimum voltage Vdd,min under zero-mean load current 

variations proportional to a constant kn times the average load current (and whose 

positive variations are equal in magnitude to the negative variations), it can be shown that  

( )1
2 n dist dd,nom dd,min1- k LR V V=  (5.1) 

 

where Vdd,nom is the nominal supply voltage and LRdist is defined as the load rejection of 

the supply network (e.g.., for a worst-case sinusoid, Rload/||Zo,max||).  With these 

definitions, the relative noise on the supply voltage (i.e., ∆Vdd,p2p/Vdd) is exactly kn/LRdist. 
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With the simplifying assumption that the chip’s power consumption is purely 

dynamic (i.e., no leakage current), the power consumption of the chip is proportional to 

Vdd,nom
2.  Hence, the efficiency of the chip (relative to the case with no noise) is: 

( )( )21
n dist2η 1 k LR= −  (5.2) 

 

5.2 Efficiency Limitations of Single-Supply Regulators 

5.2.1 Series Regulator 

We will begin the discussion by examining the conceptualized series regulator shown in 

Figure 5.1.  We have drawn the output stage as a variable resistor (instead of with the 

transistor that implements this variable resistor) because as we will show shortly, the 

major limitation on the efficiency of the regulator is essentially independent of the actual 

implementation, and is inherent to the series topology itself. 

Vdd

Vreg

Dropout

Noise

Vref

Load

Vreg

-

+

Vdd

 

Figure 5.1: Series regulator and example waveforms on input supply (Vdd) and regulated 
supply (Vreg), highlighting the need to margin the dropout voltage of the regulator to 
include the variations on Vdd. 

For a series regulator to maintain an output impedance that is decoupled from (and 

hence can be lower than) the impedance of the input supply Vdd, the input supply voltage 

must remain above the regulated output Vreg.  The minimum allowable voltage drop from 

Vdd to Vreg is typically referred to as the dropout voltage.  This dropout voltage must be 
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maintained not only in a DC sense, but as shown also shown in Figure 5.1, taking into 

account the expected dynamic variations on Vdd.   

Unfortunately, since the series regulator does not significantly alter (relative to an 

unregulated chip) the impedance of the input supply or the load current variations, the 

margin required on Vdd to maintain a certain minimum Vreg due to load current variations 

will be just as large as in the unregulated case.  Even worse, to keep the same 

performance, Vdd in the regulated system has also been increased by the regulator’s 

dropout, making it clear that a series regulator can not achieve the goal of reducing the 

net power consumption of the chip.25 

Intuitively, the fact that series regulators reduce the overall efficiency of a digital 

chip is not very surprising.  The noise on the power supply is set by the supply impedance 

and by the variations in the load current, and although the regulator uses negative 

feedback to reduce the voltage noise seen by the load, the series regulator by definition 

adds series resistance to the impedance of the supply network. 

Although they are not suited for digital supply regulation, the series resistance of a 

series regulator is exactly what allows it to isolate the regulated supply from externally 

generated noise on the input supply.  As mentioned in the previous chapter, this isolation 

makes the series topology very suitable for regulating the supply of sensitive analog or 

mixed-signal components, and in Appendix B we describe an analysis framework for 

optimizing the overall efficiency (at a given supply rejection) of such regulators. 

5.2.2 Shunt Regulator 

Since the underlying cause of noise on the power supply of digital circuits is variation in 

the load current itself, a shunt regulator that directly reduces these current variations is 

much more suitable to this application than a series regulator.  Figure 5.2 shows such a 

                                                 
25 Since the nominal voltage seen by the digital circuits will be lower with the series regulator than in the 
unregulated case, the magnitude of the noise current in the regulated chip will be smaller than in the 
unregulated chip.  However, for the expected magnitude of noise on the supply, this reduction will be small 
(typically, less than 10%) – only for extremely large noise magnitude (~50% variation on the supply) does 
this effect become large enough for the series regulated chip’s power consumption to become comparable 
or less than that of an unregulated chip. 
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shunt regulator, where once again we have depicted the output stage with a conceptual 

current source instead of the actual transistor in order to highlight the fact that the 

efficiency limitation is inherent to the regulator’s topology. 

Iload

Ishunt
αInoise,max

Load

Vreg
Itotal

αInoise,max

Vref -

+
Ishunt

0  

Figure 5.2: Shunt regulator and example load current (Iload) and shunt current (Ishunt) 
waveforms, highlighting the need for the shunt current source to statically draw current 
proportional to the maximum noise current (Inoise,max). 

As also shown in Figure 5.2, the instantaneous load current draw can be larger or 

smaller than the average current – in other words, the current variations are bidirectional.  

However, without an additional power supply or energy storage element, the shunt 

regulator’s current source must be unidirectional, and can only pull current out of the 

power supply.  Therefore, the shunt regulator must statically pull a current that is 

proportional to the worst-case excess current, so that it can then dynamically reduce its 

current when the load demands excess current.   

The need to statically dissipate the worst-case noise current significantly limits the 

efficiency of a chip with a shunt regulator (relative to an unregulated chip).  Specifically, 

even with the optimistic assumptions that the regulator‘s feedback amplifier has infinite 

bandwidth and dissipates no power whatsoever, the efficiency of the chip will be 

2
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where LRreg is the additional rejection contributed by the shunt regulator, kIdiv accounts 

for the percentage of current the shunt regulator must handle for a specific noise 

excitation,26 and the average Ishunt/Iload is kIdiv·(1-LRreg
-1)·kn.  As shown in the example of 

Figure 5.3, the required static output current makes the overall efficiency of a chip with a 

shunt regulator worse than that of an unregulated chip for any reasonable level of noise.  
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Figure 5.3: Digital chip efficiency vs. unregulated supply noise for a) an unregulated 
supply, b) a shunt regulated supply with LRreg = 1.5, and c) a shunt regulated supply with 
LRreg = 2.  In all cases, kIdiv = 1

3  and LRdist = 5. 

The fundamental cause of the shunt regulator’s limited efficiency is that it cannot 

deliver energy when the load transiently demands more power – all the regulator can do 

is burn excess static power in the output stage and then modulate this power dissipation.   

5.3 Push-Pull Shunt Regulator 

To enable the regulator to transiently deliver energy without the static overhead of 

typical single-supply topologies, we can introduce a second, higher-than-nominal supply 

voltage and build a push-pull shunt regulator (Figure 5.4).  As we will describe next, the 

                                                 
26 The percentage of the noise current that the regulator’s output stage must handle will vary with the 
spectral content of the noise, and must be calculated for a given noise current excitation.  With the 
assumption of an ideal amplifier, for sinusoidal noise current kIdiv=1.  For broad-band (white), random (but 
bounded) current noise, kIdiv can be calculated using ( ) ( ) 2

m a reg0 g A Z d ,f f f∞∫  and is typically ~ 1
3 . 
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use of a second supply allows the dissipation of the regulator’s output stage to be tied 

mostly to the average deviation of the noise current, giving the regulator the potential to 

improve upon the efficiency of an unregulated chip.   

Load

Vshunt

Vref

Ipull
-

+

-

+

Vref
Ipush

Vdd

Ipush Ipull

Iload

0
 

Figure 5.4: Push-pull shunt regulator topology. 

With the use of a second power supply, the nominal output current of the regulator 

can be set to zero, and the appropriate current source turned on only when necessary.  

Therefore, as also shown in Figure 5.4, the average current through each of the 

regulator’s output current sources is set by the average of one side of the noise current. 

Clearly, if the peaks of the noise current are significantly larger than the average 

current deviation, the average current flowing through a push-pull shunt will be 

significantly lower than that of a single-supply shunt.  If we continue to assume ideal 

(i.e., infinite bandwidth, zero power) feedback amplifiers, and for simplicity assume that 

the second power supply Vshunt = 2*Vdd,nom, the efficiency with a push-pull regulator is 
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(5.4) 

 

where kpk/avg is simply the peak current deviation divided by the mean current deviation.  

As shown in Figure 5.5, even at a relatively moderate kpk/avg of 3, eliminating the 
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unnecessary static power finally enables the regulated chip to achieve higher efficiency 

than an unregulated design. 

0   5 10 15 20 25 30 
0.7

0.75

0.8

0.85

0.9

0.95

1

Unregulated Supply Niose (%)

Ef
fic

ie
nc

y 
( η

)
(a)
(b)
(c)

 

Figure 5.5: Digital chip efficiency vs. unregulated supply noise for a) an unregulated 
supply, b) a push-pull shunt regulated Supply with LRreg = 1.5, and c) a push-pull shunt 
regulated supply with LRreg = 2.  In all cases, kpk/avg = 3, kIdiv = 1

3  and LRdist = 5. 

This push-pull topology is similar to the “active clamps” developed for board-level 

power distribution applications [66,67,68], and in this section we build upon those works 

to design an integrated regulator specifically targeted to increase the efficiency of digital 

chips.  Since the regulator must make use of a second power supply, we will first 

examine some of the important considerations in the design of the shunt supply network.  

We will next look at the regulator’s implementation in more detail, specifically the steps 

that were taken to truly minimize the static power consumption of the design.  Finally, we 

will present measured results from a test-chip that demonstrate the regulator’s ability to 

both reduce noise and improve a digital chip’s overall efficiency. 

5.3.1 Shunt Supply Network Design 

Since modern chips already dedicate a significant percentage of the available pad, pin, 

and metal resources to the supply distribution network, integrating a push-pull shunt 

regulator requires allocating these resources between the main power supply (Vdd) and 
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the additional shunt supply (Vshunt).  Clearly, taking resources away from the main power 

supply will increase its loss (since its series resistance will increase), but allocating too 

few resources to the shunt supply would make it too lossy to be effective.   

Intuitively, the resources for the two supplies should be allocated according to their 

relative contributions to the total loss, and this is exactly the allocation found from 

mathematically minimizing the total resistive losses of the two supplies:  

push,rms load,rms
Vshunt Vdd

push,rms load,rms push,rms load,rms

I I
p , p ,

I I I I
= =

+ +
 

(5.5) 

 

where pVshunt is the percentage of the total resources dedicated to the shunt supply, and 

pVdd is the percentage dedicated to the main power supply.  As long as the regulator 

delivers only transient currents with reasonable peak-to-average ratio, this allocation 

results in low pVshunt (typically less than 5%), and hence the impact on the resistive losses 

of the main supply will be relatively minor.  

In addition to properly allocating resources to minimize the resistive losses of the 

supply network, steps must be taken to ensure that Ipush returns only through the on-chip 

path (highlighted in Figure 5.6).  Specifically, if Vshunt is supplied by an external voltage 

source, using the impedance model of Figure 5.6 it can be shown that the return current 

will flow almost entirely through the on-chip path when 

( )Vshunt_dist Vshunt Vshunt_dist Vss_dist||Z (jω)|| 1 ωC , ||Z (jω)|| ||Z (jω)||� �  (5.6) 

 

Achieving these conditions at the frequencies of interest requires that part of Vdd’s 

decoupling capacitance be used for Vshunt.  Of course, removing decoupling capacitance 

from Vdd increases the noise on the main supply.  Therefore, to keep the capacitance 

reallocated to Vshunt low (~10% of the total available), it is typically necessary to 

intentionally increase ||ZVshunt_dist(jω)|| as well.  To avoid sacrificing the DC resistive 

losses of the shunt supply, this increase in ||ZVshunt_dist(jω)|| is best achieved by increasing 

the shunt supply’s series inductance.  
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Figure 5.6: Simplified model of the supply impedances in a push-pull shunt regulated 
system, highlighting the on-chip and off-chip return paths for Ipush. 
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Figure 5.7: Generation of Vshunt using an on-chip boost converter. 

One interesting alternative to an external power supply is to generate Vshunt directly 

from Vdd using an on-chip boost converter or charge pump, as shown in Figure 5.7.  This 

approach can be advantageous because the package supply distribution resources can be 

dedicated entirely to the main supply network if the boost inductor Lboost (or flying 

capacitor for a charge pump) is integrated onto the die.  Even if Lboost is not on-die but 

rather integrated into the package, Vshunt would no longer require any package pins.   

Interestingly, even though Ipush’s return path will intrinsically remain on-chip with a 

fully integrated boost converter,27 because any current that flows from Vshunt actually 

                                                 
27 If Lboost is in the package, care must be taken to minimize the parasitic capacitance of the package traces 
to either of the package power planes (Vdd or Vss). 



CHAPTER 5. PUSH-PULL SHUNT REGULATION FOR DIGITAL CIRCUITS 

 

85

originates from on-chip Vdd (note Ishunt in Figure 5.7), care must be taken in the design of 

the converter to ensure that it does not interfere with the operation of the regulator.  

Specifically, it can be shown that for Ishunt to be a small fraction of Ipush at the frequencies 

of interest, the series input impedance of the converter must be significantly higher than 

the impedance in parallel with the converter’s output (i.e., 1/(jωCVshunt)).  Much as was 

the case for an externally generated Vshunt, this requires decoupling capacitance for Vshunt 

and may require increasing the effective series inductance of the converter.   

Even though the average current through Vshunt should be low to attain high overall 

efficiency, the transient currents are set by the full load current variations.  In fact, the 

relative magnitude of these transient currents will inherently be higher than the 

percentage of resources dedicated to the shunt supply (since the resources should be 

allocated based on average regulator current).  Hence, the impedance of the shunt supply 

will be relatively high, and the large transient currents make Vshunt very noisy.  Therefore, 

to guarantee that the regulator’s push-side output device does not fall out of saturation, 

appropriate margin (typically 200-300 mV) must be added to Vshunt’s nominal value.   

5.3.2 Regulator Implementation 

In Figure 5.4 we presented a conceptual schematic of the push-pull shunt regulator 

topology to highlight its potential for the regulation of digital chips, but the actual 

implementation of the regulator can have significant impact on the success of the design.  

To achieve the goal of improving the efficiency of digital chips, the regulator’s 

implementation must be tailored to truly ensure minimal static power consumption – both 

in the output stage and in the feedback circuitry.  As shown in Figure 5.8, robustly 

minimizing static power has led us to use local reference voltage generation, comparator-

based feedback, and a switched source-follower output stage, and in this subsection we 

will describe each of these optimizations in more detail.  
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Figure 5.8: Push-pull shunt regulator implementation with local reference generation, 
comparator-based feedback, and switched source-follower output stage to minimize static 
power consumption. 

5.3.2.1 Local Reference Generation 

If the regulator were implemented directly from Figure 5.4, even relatively small offsets 

between the reference voltage Vref and the average value of Vdd would cause the regulator 

to statically push or pull significant output current, greatly degrading the regulator’s 

efficiency.  Fortunately, it is relatively straightforward to avoid this issue by generating 

the regulator’s reference by locally RC filtering the regulated supply voltage [66,68] – as 

shown in Figure 5.8.  A local filter for each regulator location (vs. a single global filter) is 

necessary because IR drop will vary spatially within the die. 

Clearly, generating the reference in this manner will cause the regulator to ignore 

any variations well below the bandwidth of the filter (which is typically set in the low-

MHz range).  This behavior is intentional, since it forces the regulator to operate only on 

voltage transients; given the low series resistance of the main supply network, attempting 

to counter slowly varying IR drops with the regulator would be ineffective and a waste of 

power.  In fact, constructing the regulator such that it operates only on voltage transients 

can be especially important in modern chips since functional units or even the entire chip 
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may be shut down or placed into lower performance modes by the operating system for 

extended periods of time [69]. 

5.3.2.2 Comparator-Based Feedback 

To ensure that the regulator achieves its efficiency target, the regulator’s output stages 

should not conduct any current when the supply is quiet.  This rules out linear (or “class-

A” [48]) operation of the regulator’s power devices, necessitating instead a mode of 

operation where the quiescent current of the output stage (relative to the maximum 

current) is set by the power device’s bias voltage, IV characteristics, and gate voltage 

swing.   

In a regulator with purely linear voltage-mode feedback amplifiers, the power device 

gate voltage swing is not an independent design parameter – it is set by the magnitude of 

the supply voltage noise and by the gain of the amplifier, which in and of itself is tied to 

the effective transconductance of the output stage (as derived in the previous chapter).  

Therefore, with such a design it is not straightforward to guarantee gate voltage swings 

large enough to mitigate any errors (systematic or random) in the biasing of the output 

device, potentially leading to large static output current and poor efficiency.  The active 

clamp described by Wu in [66] avoided some of these issues by feeding the output of a 

transconductance feedback amplifier into a cascade of multiplying current mirrors 

(essentially building an amplifier that is non-linear in voltage, but linear in overall 

transconductance), but in this application the degradation in feedback bandwidth caused 

by these current mirrors is highly undesirable. 

In order to completely eliminate the push-pull regulator’s static output power in a 

robust manner, we employed comparator-based feedback as shown in Figure 5.8.  To 

avoid unnecessary (and highly inefficient) limit cycles that can potentially arise in such a 

comparator-based system [70], the thresholds of the comparators are offset to create a 

dead-band.28  In addition, the offsets of both comparators and the preamp are tunable to 

                                                 
28 In addition to limit cycle considerations, it is important to note that it can beneficial from an efficiency 
standpoint to tune the dead-band along with the magnitude of the supply noise.  In essence, since digital 
performance is set by the minimum voltage, the dead-band can be used to reduce the amount of current the 
regulator consumes without significantly impacting the minimum voltage.  Although the exact relationship 
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compensate for mismatch and zero-center the dead-band.  While the use of comparators 

increases the feedback gain required over a linear scheme (since the comparator outputs 

must swing full-rail nearly independent of the input voltage), it allows the use of CMOS 

inverters as gain stages in the comparator and as buffers to drive the output stages.  As 

discussed in [71], the efficiency of CMOS buffers in modern processes allows the power 

consumption of this approach to be the same or less than a comparable design with class-

A feedback amplifiers.  

Even though the use of comparators in the feedback path makes the regulator a non-

linear system, the intuition and design rules developed in the previous chapter from the 

analysis of linear-feedback regulators are still applicable to the push-pull regulator.  

Because of the high-frequency filtering provided by the decoupling capacitance, the 

feedback will act to make the average output current of the regulator track the noise 

current within the loop bandwidth.  Intuitively, this is very similar to the behavior of 

quantizer outputs from Σ∆ A/D converters, which are often analyzed by linearizing the 

quantizer into an equivalent gain [72].  More formally, describing function techniques 

[70,73] (which rely on filtering of the non-linearity for their accuracy) can be used to 

quasi-linearize the comparator.  With this linearization, the noise response of the 

regulator is qualitatively the same as that of a linear-feedback regulator, but with the 

effective gm of the feedback set by the magnitude of the regulator’s current relative to the 

noise current – allowing the results from the previous chapter related to the requirements 

on the feedback loop to be extended to the comparator-based design. 

The circuit implementations of the preamp and comparator are shown in Figure 5.9.  

To implement the tunable offset and dead-band, digitally programmable (5-bit with a 

thermometer decoder) current sources are tied to the outputs of the pre-amp and 

comparator.  This implementation was chosen for its simplicity, although other 

potentially more efficient schemes such as a pair of skewed-sizing differential pairs with 

programmable tail currents [74] could be adopted.  Common-mode feedback is used to 

                                                                                                                                                 
between the dead-band and noise magnitudes is strongly dependent upon the current noise distribution (and 
may not be straightforward to calculate analytically), a good general rule is to maintain the dead-band 
constant relative to the σ of the noise.  Section D.2 of Appendix D provides further analysis and discussion 
of this issue. 
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set the preamp’s common mode to Vref (the average value of Vdd) in order to allow both 

the push side and pull side comparators to easily accept the single preamp output (as 

opposed to two preamps with potentially different offsets, gains, and bandwidths).  

Finally, the comparator design used a first current-mirroring stage in order to simplify the 

task of level-translating from an input centered at Vref to a digital output swinging 

between Vdd and Vshunt (for the push side – the pull side swings between Vdd and Vss). 
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Figure 5.9: a) Preamp and b) push side comparator implementations, showing 
programmable current sources to tune individual offsets.  The pull side comparator 
implementation is complementary (i.e., PMOS replacing NMOS, power and ground 
connections swapped) to the push side, but with the second mirror stage operating 
between Vdd and Vss (as opposed to between Vshunt and Vdd for the push side). 

In addition to robustly eliminating static output current, the use of comparator-based 

feedback also provides the opportunity to exploit the non-linear nature of the control loop 
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to reduce the effective feedback delay.  In order to illustrate how this could be 

accomplished, we will begin by considering the use of an additive derivative term at the 

input of a linear feedback amplifier.  Such a configuration is shown in Figure 5.10a, 

where sτd is the additive derivative term; a pole has been included as part of the input 

filter since any real implementation of such a derivative will inherently have finite 

maximum high-frequency gain. 
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Figure 5.10: a) Additive derivative term at the input of a linear feedback amplifier. b) 
Example output waveforms for an amplifier in isolation, an amplifier with an ideal 
derivative filter, and an amplifier with a practical (DC gain reduced) derivative filter. 

By appropriately choosing the derivative time constant τd relative to the amplifier’s 

bandwidth (as described in Appendix C), some of the negative phase shift from the 

amplifier’s limited bandwidth can be canceled (over a band of interest) by the positive 

phase shift of the derivative term.  As shown in Figure 5.10b, this reduced phase shift 

translates into a reduction of the delay of the feedback action.  Unfortunately, despite the 

fact that there are many ways to implement such a peaking filter (e.g., a resistive divider 

with a feedforward capacitor, negative feedback through a low-pass filter [75,76], etc.), 

without area-consuming peaking inductors [48] these implementations will all actually 

reduce the low-frequency gain of the feedback signal (rather than increase the high-

frequency gain).  Hence, as also shown in Figure 5.10b, although the delay of the 

feedback is improved, with a practical derivative filter the gain of the loop is also 
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decreased – limiting the potential performance improvement of this scheme in a purely 

linear loop. 

Unlike the linear system, in a comparator-based feedback loop, as long as the 

comparator outputs continue to swing full-rail, it is only the shape of the transfer function 

in front of the comparator that sets the behavior of the system.  In other words, the excess 

gain of the comparators compensates for the reduction of low-frequency gain caused by 

the derivative implementation.  Therefore, with a properly chosen derivative time 

constant (typically, 1/τd set to roughly half of the feedback bandwidth) the dominant 

impact of this scheme is to reduce the effective delay of the feedback action, improving 

the overall efficiency of the regulator. 

The use of a 1+sτd feedback filter with comparator-based control is very similar to 

the sliding mode controllers that have found use in DC-to-DC converters [77,78,79].  As 

shown in Appendix D, the region over which the push-pull shunt regulator slides along 

the surface defined by the feedback filter is set by the magnitude of the regulator current.  

However, if the load current noise is larger than the regulator current, it can force the 

system outside of the sliding region.  To maximize the overall efficiency of the chip, the 

impedance reduction provided by the regulator is often only roughly a factor of 2.  

Hence, the regulator’s current is typically not very large relative to the noise current, and 

therefore the regulator rarely operates within the sliding region. 

In order to implement the derivative filter for the push-pull shunt regulator, we 

modified the input stage of the preamp as shown in Figure 5.11.  The derivative behavior 

is accomplished by subtracting an RC-filtered version of Vdd (Vhf) from Vdd.  Hence, the 

effective input to each segment whose reference is connected to Vhf is sτp/(1+τp), where 

τp is the time-constant of the RC filter (which is significantly smaller than that of the 

filter generating Vref).  Therefore, ignoring the gain provided by the preamp, the transfer 

function implemented by this circuit is 

p d
d d

p

1 sτ /(1 k )
H (s) (1 k ) ,

1 sτ
+ −

= −
+

 
(5.7) 
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where kd is the number of segments tied to Vhf divided by the total number of segments. 
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Figure 5.11: Preamp input stage modified to implement the derivative filter, where the 
filter time constants are programmable. 

Applying the positive phase shift of the filter at the appropriate frequency requires 

the derivative time constant (which in this implementation is τp/(1-kd)) to be set as a 

relative fraction of the effective bandwidth of the feedback path.  In addition, the 

bandwidth of the filter generating Vhf should roughly match the feedback bandwidth.  

This is because if the filter bandwidth is significantly greater than the feedback 

bandwidth, kd would need to be increased to set τd, further lowering the DC feedback 

gain and requiring additional gain margin from the comparators.  Alternatively, if τp is 

too large, it will reduce the positive phase shift of the filter at the feedback bandwidth, 

which is where the positive phase has the greatest impact on the effective delay.  Since 

the bandwidth of the feedback path is affected by various transistor parameters which can 

vary independently of the resistance (typically polysilicon) and capacitance (either metal-

to-metal or gate) which set τp, Vhf’s RC filter was made programmable in this design.29 

5.3.2.3 Switched Source-Follower Output Stage   

Although the push-pull regulator is non-linear and based on comparators, it benefits from 

a source-follower output stage (over a common-source) for reasons similar to those 

                                                 
29 Programmability of kd was also included for the purpose of testing and fine-tuning of ωd. 
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described in the previous chapter.30  The two principal goals in the design of such an 

output stage for a push-pull regulator are achieving low turn-on delay, and maintaining 

predictable output current with a noisy Vshunt. 
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Figure 5.12: a) Replica-bias generation for a source-follower output driver.  b) Output 
driver implementation, highlighting the switched source-follower buffer isolating Vbias 
from Vgn.  This figure shows the push side – the pull side implementation is once again 
complementary. 

To achieve these goals, the regulator employs a replica-biasing scheme where a bias 

voltage is driven onto the gate of the power device (through a buffer), as shown in Figure 

5.12a.  For efficiency, the power consumption of the amplifier in the replica-bias loop 

                                                 
30 As with a series regulator, the use of a source-follower output stage for the push side requires a higher 
voltage (vs. a common-source) at the output device’s gate (to accommodate the output device’s Vth).  For 
simplicity, in the implementation described here Vshunt was raised by Vth; the regulator’s efficiency could be 
further improved by separating the supply of the feedback path from that of the output stage 
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should be minimized, making its output impedance relatively high.  This means that 

directly switching Vbias onto the gate of the power device (which is nominally discharged 

to Vdd) will create disturbances on Vbias.  While adding capacitance can reduce the 

disturbance, this exacerbates the dependence of Ipush on the history of the comparator 

outputs and would lead to undesirable filtering of the output current.  Hence, it is 

advantageous to include a buffer to isolate Vgn from the high-impedance Vbias. 

This additional buffer is implemented as another source follower, as shown in Figure 

5.12b.  To eliminate its static power, the buffer is turned on only when current is being 

pushed; since the buffer current flows into Vdd (or out of Vdd for the pull side) and only 

flows when the main output current does, Isf can simply be treated as a portion of the 

regulator’s total output current.  However, waiting for Isf to charge Vgn up to its final 

value can cause significant delay, so during the turn-on transition Mp_up is left on to 

provide a large transient current.  For simplicity, in this implementation the width and 

magnitude of the pre-emphasis current pulse were not well-controlled, and hence there 

will be some transient imprecision in the output current – preferably an overshoot.  

Fortunately, as long as the transient is short its effects will be minor, while the 

improvement in the feedback delay directly impacts the regulator’s performance. 

To enable the magnitude of the regulator’s output current to be tuned along with the 

magnitude of the current noise (and to enable the regulator to be disabled), several 

programmability features were added to the driver shown in Figure 5.12.  Specifically, 

both the magnitude of Ibias and the ratio of real output current to replica current (M in 

Figure 5.12a) were set by scan-controlled digital bits.  To ensure monotonicity, the digital 

bits controlling the current ratio were thermometer decoded and the output driver was 

split into an array of 15 identical segments (with each segment shown in Figure 5.12b). 

5.3.3 Experimental Results 

In collaboration with AMD, this push-pull shunt regulator was designed and taped-out in 

a 65 nm SOI test-chip used for technology bring-up.  To facilitate the characterization of 

the regulator (as described below), the test-chip included noise generators and 
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performance monitoring circuitry.  The die area of the regulator test-site31 (excluding 

scan controls) was roughly 400 µm by 400 µm, and the supply distribution network was 

designed using essentially the same methodology (but with the reallocation of resources 

for Vshunt as described in Section 5.3.1) as the rest of the microprocessor test-chip. 
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Figure 5.13: On-chip programmable broadband current noise generator. 

To characterize the regulator at different noise levels and with broadband current 

noise, we used the programmable on-chip noise generator shown in Figure 5.13.  As 

shown in the figure, there are 5 noise generator banks, where each bank consists of a 

binary-weighted, 4-bit array of NMOS devices tied between Vdd and Vss.  Each individual 

bank can have its magnitude set by a static control signal mag[3:0] (such that the bank 

draws only DC current), or by the lower 4 bits of a 215-1 PRBS generator (such that the 

bank draws a pseudo-random amount of current each clock cycle).  The current noise 

generated by the PRBS is essentially white up to roughly half of the PRBS generator’s 

clock frequency, and the relative magnitude of the current noise is set by the number of 

                                                 
31 The impact of high-frequency current noise on the supply network is relatively localized because of the 
resistance of the on-chip supply grid, and therefore a full-chip implementation of the push-pull regulator 
would likely have many regulator sites distributed around the die.  The results presented here are from a 
single regulator site in isolation, but these results can be used to project the impact of many such sites on an 
entire chip.  An important topic for further future investigation would be to examine the density of 
regulator sites required to avoid undesirable interactions between the sites (leading e.g. to oscillations). 
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banks whose inputs are controlled by the PRBS generator (i.e., the relative current noise 

can range from roughly 0 to 5). 

Since the goal of the regulator is to reduce power consumption at a fixed 

performance, to ensure that performance remained constant as the noise and regulation 

settings were varied during testing, we also integrated the performance monitor circuit 

shown in Figure 5.14.  The monitor operates by generating a signal that transitions every 

clock cycle (cdiv), and then checking on every cycle that this signal was correctly 

captured by a flip-flop after N stages of fanout-of-four inverters.  If on any cycle an error 

is detected (i.e., dval ≠ tval), the err signal will remain high until the circuit is externally 

reset.  In this manner, the circuit will correctly indicate whether the performance set by 

the frequency of clk can be maintained at the worst-case supply voltage. 

err

clk

reset

N stages

cdiv

tval

dval

 

Figure 5.14: On-chip performance monitor circuit. 

The measurement procedure for characterizing the regulator’s impact on supply 

noise and efficiency32 began with picking a supply voltage Vdd,set, and with the regulator 

disabled, setting the noise generator to statically draw roughly half of its maximum 

current (i.e., no noise).  The performance monitor was then used to determine the 

maximum frequency of operation.  Leaving this frequency constant, measurements were 

then taken at 4 magnitudes of current noise. 

At each level of current noise, three different measurements were taken.  First, since 

the noise generator banks and individual devices do not match perfectly, the supply 

voltage was set to Vdd,set with the regulator still disabled, and the average power 

                                                 
32 Since they are relatively straightforward, we will not describe here the measurement procedures used to 
calibrate the offsets of the preamp and comparators. 
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consumption of the chip (at the current noise setting) was recorded.  This measurement 

provides the baseline power against which to evaluate the chip’s efficiency (for that level 

of noise).  Next, still leaving the regulator off, the supply voltage was raised to the 

minimum level at which the performance monitor was error free (Vdd,unreg), and this 

voltage and the chip’s power consumption were once again recorded.  Finally, the 

regulator was turned on, and its parameters (e.g., the magnitude of the output currents) 

were tuned along with the supply voltage (calling the final voltage Vdd,reg) to achieve 

minimum power with no errors from the performance monitor.  The peak-to-peak voltage 

noise corresponding to each noise generator setting was simply calculated with  

( ){unreg,reg} dd,{unreg,reg} dd,setp2p_noise 2 V V .= −  (5.8) 

 

Figures 5.15 and 5.16 show the results measured from this chip using this procedure 

with Vdd,set = 1.188 V and Vshunt = 2.14 V.  At this Vdd,set the maximum frequency 

indicated by the performance monitor was 1.67 GHz, and the power consumption was 

~105 mW; the static power of the regulator’s biasing and feedback circuitry was less than 

~1.5 mW.  Based on the measured supply current and calculated peak-to-peak voltage 

noise, the effective (broadband) unregulated supply impedance was ~869 mΩ.  For a  

12 mm by 12 mm chip operating at the same power density (i.e., 94.5 W total chip 

power), this would correspond to an impedance of ~966 µΩ.     

In the range of expected supply noise (~8% peak-to-peak and above), the regulator 

successfully reduces the chip’s power by up to ~1% while reducing the noise by ~30%.33  

Based on these results and simulations, in a production 65 nm technology with higher 

transistor ft, we anticipate the regulator to achieve a ~50% reduction in noise with a ~4% 

improvement in total power. 

                                                 
33 The external power supply used to generate Vdd for the test chip had a voltage resolution of ~5 mV.  
Hence, the measurements had to be snapped to this relatively coarse grid.  This coarse snapping is the most 
likely cause of the low noise reduction at low unregulated noise (since the unregulated supply droops are 
only ~30mV in this case) and of the non-monotonicity of the noise reduction curve. 
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Figure 5.15: Measured efficiencies of unregulated and push-pull shunt regulated systems 
vs. magnitude of the supply noise without regulation.   
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Figure 5.16: Measured noise reduction provided by the push-pull shunt regulator. 

5.4 Summary 

In order for on-chip regulation of digital power supplies to be effective in modern, 

power-limited chips, the use of regulation must decrease (or at the worst not adversely 

impact) the total power dissipation of the chip.  Since variations on the supply voltage 
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force the nominal supply to be increased, reducing supply noise can actually lower the 

power dissipation of the chip.  However, single-supply regulator topologies intrinsically 

cannot achieve a net reduction in power because of the significant static power they 

dissipate in their output stages – either because of the required drop-out voltage in a 

series regulator or the static current draw in a shunt design. 

To overcome this limitation, we presented in this chapter the design of a push-pull 

shunt regulator that makes use of a second power supply to allow the regulator to 

transiently deliver power – making its power dissipation tied mostly to the average noise 

current.  In order to realize the ideal capability of this topology to reduce the total chip 

power dissipation, we described some of the key issues in the design of the additional 

power supply and the regulator itself. 

To enable the use of this second power supply for the regulator, resources from the 

main power supply must be allocated to the additional supply, and we derived a strategy 

for this resource allocation that minimizes the total loss.  In addition, we showed that 

keeping the regulator’s return current flowing through the correct on-chip path requires 

careful design of the shunt supply’s impedance – including the allocation of decoupling 

capacitance to store energy for this supply.   

The design of the regulator itself must be optimized to minimize all sources of static 

power consumption – both from the output stage and from the feedback path, which can 

be particularly challenging given the high bandwidth required to maintain a voltage 

positioned response.  The use of a local RC filter-based reference guarantees that the 

regulator will not inefficiently attempt to correct for quasi-static shifts in the supply 

voltage.  Comparator-based feedback with a dead-band robustly eliminates quiescent 

current from the output devices, and an input peaking filter exploits the excess gain of the 

comparators to reduce the effective feedback delay without increasing the feedback 

circuitry’s power consumption.  Finally, the regulator’s switched source-follower output 

stage made use of replica biasing and transient current peaking to achieve low turn-on 

delay with relatively predictable output current.  
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Measurement results from a fabricated regulator using these techniques confirm that 

the design can achieve efficiency high enough to simultaneously improve the power 

dissipation of a digital chip and reduce the noise on its power supply.  While issues 

related to distributing many regulator sites on a die and adapting each of these regulators 

individually need further exploration, the results presented here show that the push-pull 

shunt is a promising approach for the regulation of energy-efficient digital circuits. 
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Chapter 6  
 
Conclusions 

As technology scaling and the demand for ever-increasing performance drove CMOS  

supply voltages down and power consumption up, the impedance required of the supply 

distribution network dropped dramatically.  Since power consumption is no longer rising 

and supply voltage scaling has drastically slowed down in modern technologies [2], the 

required supply impedance is fortunately no longer significantly decreasing.  However, 

with the required impedance having already reached roughly 1 mΩ in today’s high-

performance microprocessors, the integrity of the supply network will remain a 

significant concern for the foreseeable future. 

Given the difficulty of designing such a low impedance supply distribution network, 

to guarantee the performance or even functionality of modern chips, there is a need to 

characterize supply noise as it is seen by the circuits on the die during normal operation 

of the chip.  Even though the bandwidth of supply noise can be extremely high and the 

noise may not be repetitive, by exploiting the fact that supply noise can be fully 

characterized by extracting only its average properties, this type of measurement can be 

performed using only compact and simple circuits.   

Indeed, it has long been known that if a waveform is repetitive, a single, relatively 

simple sampler circuit could trace out the waveform with excellent resolution by 
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averaging together many voltage samples in a sub-sampled manner.  In this thesis, we 

showed that even if the noise is not repetive and exhibits statistical behavior, as long as 

the properties of the noise do not vary with time (or simply vary repetitively), we need 

only average together the outputs of two low-rate samplers to find the autocorrelation of 

the noise and hence recover its spectrum.   

Even though the types of sampling circuits used in these measurement systems 

(which often store analog voltages on capacitors) can be difficult to implement in modern 

technologies with leaky transistors, the fact that only average properties of the noise need 

to be measured can once again be exploited to tackle this issue.  Specifically, since 

dynamic errors which are independent of the measured voltage (such as quantization 

noise when appropriate dither is added) can be eliminated by averaging a sufficient 

number of samples, low-resolution samplers without any analog storage nodes (and hence 

no leakage issues) can robustly implement high-resolution measurements of supply noise. 

Having created circuits and techniques to characterize the noise on a chip’s power 

supply, we next explored the use of regulation to actively improve the quality of the 

power supply.  Since modern chips are severely power or thermally-limited, regulation 

wil only be adopted if it is efficient enough that the power a regulator spends in reducing 

supply noise is less than the power recovered from reducing the margin required for the 

underlying circuits to maintain a certain level of performance.  Regulators that meet this 

criterion can in fact be built, and therefore circuits that employ regulation can achieve 

both lower supply noise and lower total power consumption than circuits that do not. 

The difficulty of achieving these benefits from regulation is strongly tied to the 

nature of the circuits being regulated.  In sensitive analog or mixed-signal circuits (like 

PLLs), it may be impossible to achieve the required performance (e.g., magnitude of 

output jitter) with the expected level of unregulated supply noise.  Thus, any regulator 

that achieves enough noise reduction to make the performance target feasible would 

clearly be more efficient than an unregulated design.  Of course, once regulation is 

applied the principal concern is to minimize the power needed to achieve the required 

performance.  Since in most chips the power consumption of these types of blocks is 
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much smaller than the power of the rest of the (mostly digital) chip, a series regulator that 

isolates the supply of such sensitive circuits from externally-generated noise results in the 

lowest total power (despite the relatively low efficiency of the series regulator).   

Unlike analog or mixed-signal circuits where performance specifications are usually 

impacted mostly by the magnitude of the supply voltage variations, in synchronous 

digital circuits it is the minimum supply voltage (over a clock cycle) that sets 

performance (i.e., operating frequency).  This makes achieving the benefits of regulation 

significantly more challenging, because in this case the nominal value of the supply can 

simply be raised to maintain the required performance.  However, by applying techniques 

to minimize static power consumption – including the use of a second supply so that the 

regulator spends power only to counter voltage transients – a push-pull shunt regulator 

that spends less power reducing noise than the power recovered from operating the digital 

circuits at a lower nominal supply can be built.  This fact not only enables such regulators 

to simultaneously improve both the effective supply impedance and the energy-efficiency 

of today’s digital chips, but as we will describe in the next section, may further improve 

the efficiency of future designs with many local supply voltage domains. 

6.1 Future Work 

In addition to supply noise, there are many other on-chip signals (such as low-jitter 

clocks or the inputs of high-speed receivers) with high bandwidths and statistical 

behavior whose analog properties may be of interest.  This has driven significant work on 

integrated measurement and characterization systems to capture the behavior of such on-

chip signals [18,26,80,81,82], where many of these systems are based solely on the use of 

traditional sub-sampling.   

As described in this thesis, by extending the averaging performed by a measurement 

system already based on sub-sampling to include autocorrelation (which only requires a 

single additional sampler), the system can then measure the input signal’s spectrum – 

including the behavior of any statistical components of the signal.  To enable 

measurement of a broad variety of high-bandwidth signals distributed throughout the 
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chip, a compact, low input capacitance implementation of each of these samplers is 

highly desirable.  Hence, it may be particularly attractive to once again employ averaging 

to enable the samplers to be implemented simply as clocked comparators, each with an 

independent DAC for dither generation (autocorrelation measurement) or threshold 

shifting (distribution measurement).  Averaging can be leveraged even further by 

applying it to these DACs (for example, by using over-sampled techniques such as Σ∆ 

modulation) in order to allow them to achieve sufficient resolution while remaining 

compact and simple to implement.  An additional benefit of this DAC-based system is 

that it would allow the required number of averages to be minimized by adjusting the 

magnitude of the dither along with the expected magnitude of the input signal.   

Returning to the issue of supply integrity, although supply voltage scaling has 

slowed down, it is clear that future chips will require many independently-controlled 

local supply voltage domains in order to counter the increasing variability of scaled 

transistors [2,83,84].  The need for independent supply voltages will lead to heavily split 

package and board power planes, on-chip series regulators (which may simply be 

variable-width sleep transistors [85]), or perhaps even integrated switching converters (if, 

e.g., magnetic materials are added to CMOS processes [86]).  No matter which of these 

approaches is taken, the impedance of the local supply is likely to be negatively 

impacted, since even in the best case implementation using an integrated switching 

converter, high efficiency would dictate relatively low switching frequency (as compared 

to what would be required to counter broad-band current noise).   

Given this trend towards local supplies and the benefits of regulation for digital 

circuits demonstrated in this thesis, a promising avenue of further research is to explore 

the combined design of a parallel regulator (like the push-pull shunt) with the power 

conversion element that sets the local supply voltage in these future chips.  By using the 

parallel regulator to control the supply’s impedance (perhaps adaptively since the 

conversion element’s output impedance may vary with the output voltage), unlike a 

system without the parallel regulator, the power conversion element can be optimized 

principally to minimize its loss.  Thus, in these future systems as well, a chip employing 
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regulation could simultaneously achieve both lower supply noise and lower total power 

consumption than a chip without regulation. 
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Appendix A  
 
Replica Loads and Mismatch Analysis 

The replica compensated regulator described in Chapter 4 relies on a well-matched, low-

overhead replica of the VCO to improve the regulator’s performance, and therefore in 

this appendix we describe potential replica load structures, as well as the impact of 

mismatch between the replica load and the actual VCO. 

A.1 Replica Loads 

The choice of replica load depends on the specific VCO topology used in the PLL, and 

may involve tradeoffs between I-V curve tracking, switching noise generation, and 

parasitic capacitance.  One of the most straightforward options for a replica load is a 

scaled copy of the main VCO, as shown in Figure A.1a.  There are some disadvantages to 

this approach however; the parasitic capacitance at the supply node of the replica will be 

relatively large, which can limit the performance of the replica compensated regulator.  In 

addition, the scaled VCO will generate switching noise that due to mismatch may not be 

aligned in frequency with the real VCO.  As shown in Figure A.1b, this issue can be 

alleviated by using a delay line fed by the VCO clock instead of a scaled VCO, but this 

replica load will still have high parasitic capacitance. 
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Actual Load:
Vreg
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           (a)          (b)      (c) 

Figure A.1: Replica load options: (a) Scaled copy of the actual VCO. (b) Delay line with 
the same number of stages as the VCO fed by the VCO clock.  (c) Diode-connected 
devices. 

The most desirable replica load is one that does not generate switching noise as well 

as has a low parasitic capacitance.  To find a replica with these characteristics, consider 

the current drawn by a CMOS inverter-based ring oscillator.  Ignoring crowbar and 

leakage currents: 

vco stages stage reg oscI  = n C V  f  (A.1) 

 

where nstages is the number of stages in the ring and Cstage is the effective capacitance 

driven by each inverter in the oscillator.  If the capacitance seen by each inverter is 

roughly the same for both the rising and falling transitions and ignoring slope effects, the 

period of the VCO (Tosc = 1/fosc) is 

stages stage reg stages stage reg stages stage reg
osc

on_p on_n on_p on_n

n C V n C V n C V
T  

2I 2I 2 (I ||I )
= + =

⋅
 

(A.2) 
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where Ion_p and Ion_n are the saturated drain currents of the PMOS and NMOS transistors 

in the inverters, respectively.  Combining Equation (A.1) and Equation (A.2), the current 

drawn by the VCO is simply twice the parallel combination of the two on-currents: 

 

( )vco on_p on_nI 2 I ||I=  (A.3) 

 

Therefore, if the inverters in the oscillator are sized such that the on currents for both rise 

and fall transitions are roughly equal (which as shown by A. Hajimiri et. al. is desirable 

for phase noise considerations [87]), the VCO current will equal Ion and can be mimicked 

by appropriately sized diode-connected transistors.  As implied by Equation (A.3) and 

shown in Figure A.1c, a parallel combination of NMOS and PMOS devices is desirable 

to track variations between the device types. 

A diode-connected transistor is an attractive replica load because of its static current and 

small parasitic capacitance, but it may not match the I-V curves of all VCO topologies 

well – particularly VCOs with delay interpolating stages (such as [30] and [49]) that draw 

large amounts of crowbar current (making Equations (A.1) and (A.3) invalid).  In these 

cases, the replica load may need to be augmented by additional structures (e.g. an 

element which mimics crowbar current) in order to improve its I-V curve tracking. 

A.2 Mismatch Analysis 

A replica-compensated regulator relies on matching between the replica load and the 

VCO I-V curves to minimize output voltage offset and to achieve optimal supply 

rejection; therefore in this section we analyze the effects of mismatch (both random and 

systematic) on these parameters.  The analysis shows that as long as the mismatch is 

small enough that the small signal characteristics of the real and replica output drivers 

remain matched, variations in the replica load cause only a voltage offset in the output 

and a shift in the effective feedback gain ks.  Hence, as long as the regulator is designed 

with enough margin to withstand small variations in ks, the effects of mismatch will be 

relatively benign. 
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As shown in Figure A.2, mismatch in the replica I-V curve can be split into two 

components – a static error current (Ierr) and a change in the small signal output resistance 

(rrep) of the replica load.  We will first describe the voltage offset created by the error 

current, and then examine the effects of mismatch in rrep on the stability and supply 

rejection of the regulator. 

I

V

VCOI M

repI

errI

VCO1 (M r )i

rep1 r

regV

I

V

VCOI M

repI

errI

VCO1 (M r )i

rep1 r

regV  

Figure A.2: I-V curves of a VCO (scaled by M) and a replica load showing the offset 
(Ierr) and output resistance (rrep) mismatch components. 

A.1.1 Effect of Mismatch on Voltage Offset 

If Ierr is small enough that the linearized characteristics of the replica PMOS driver do not 

significantly deviate from their matched values, we can model the effect of Ierr by simply 

converting it into an error voltage (Vn_rep) through the small-signal resistance at Vrep; the 

effect of this error voltage on the regulator output has already been shown in Equation 

(4.12).  As ks is increased a larger percentage of this error voltage is transferred to the 

regulator output, but for reasonable offsets this is not a large concern because the PLL 

will adjust the regulator’s input voltage to keep the VCO oscillating at the proper 

frequency. 

A.1.2 Effect of Mismatch on Stability 

Mismatch in the replica load has two effects on the stability of the overall regulator; the 

gain of the replica output stage no longer matches that of the main output stage, and the 
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location of the parasitic pole ωrep is shifted.  Since ωrep should be well above the 

regulator’s closed-loop bandwidth, the more dominant effect is the change in the gain of 

the replica output stage. 

If the DC gain of the replica output stage is Ao+∆Ao, where Ao is the gain of the 

output stage with perfect matching and ∆Ao is the gain error term, the regulator transfer 

function becomes 

reg matched

in matched s a o o

V (s) N (s) ,
V (s) D (s) A A (1 sτ )k

=
+ ∆ +

 
(A.4) 

 

where Nmatched(s) and Dmatched(s) are the numerator and denominator of the transfer 

function with perfect matching.  The main effect of the additional term is that it adjusts 

the feedback gain of the replica loop, shifting the entire root locus of Figure 4.12 to the 

right if ∆Ao < 0 or to the left if ∆Ao > 0.  For small ks values, this is equivalent to 

changing the gain allocation to keff, where 

o
eff s

o

A1 .
A

k k
⎛ ⎞∆= +⎜ ⎟
⎝ ⎠

 
(A.5) 

 

As long as the nominal ks is chosen so that small perturbations in its value do not affect 

the nature of the regulator’s closed loop poles (e.g. two real poles become underdamped 

and leave the real axis), mismatch does not limit the stability of the regulator. 

A.1.3 Effect of Mismatch on Supply Rejection 

As explained in the previous subsection, mismatch causes the gain of the replica output 

driver to differ from that of the main output driver.  To understand how this affects the 

supply rejection of the regulator, consider a simple example in which mismatch increases 

the gain of the replica output driver.  The increased gain of the replica loop attenuates the 

effect of the supply noise on the replica load, decreasing the error signal fed to the 

amplifier and hence increasing the effect of the noise on the regulator’s true output. 
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Mismatch also causes the supply sensitivity of the replica (SVdd_rep) to differ from 

that of the VCO.  An increase in the sensitivity of the replica load causes the amplifier to 

pull the true output in a direction opposite that of the supply noise; with large enough 

mismatch the sign of the coupling from Vdd to Vreg can even become negative. 

We can formally model these two effects by re-deriving the supply sensitivity transfer 

function with Ao_rep = Ao+∆Ao and SVdd_rep = SVdd+∆SVdd, 

reg vdd_matched s a o o o Vdd Vdd

dd vdd_matched s a o o

V (s) N (s) A A ( A A S S )
.

V (s) D (s) A A (1 sτ )
k

k
∆ + ∆ − ∆

=
+ ∆ +

 (A.6) 

 

The effect of mismatch on supply sensitivity can be further simplified if we continue to 

assume that Ierr is small enough in magnitude that it does not cause a significant shift in 

the small signal characteristics of the replica output driver (gm_rep = gm/M and ro_rep = 

ro⋅M).34  In this case, the source of both error terms (change in gain and change in supply 

sensitivity) is the mismatch in the small signal output resistance of the replica load, rrep. 

With this simplifying assumption we can derive the error terms ∆SVdd/SVdd and 

∆Ao/Ao in terms of the output resistance mismatch ∆rrep (rrep = rvco⋅M+∆rrep) and the small 

signal parameters of the output driver.  Starting from the matched gain Ao = 

gm_rep⋅(rrep||ro_rep) and supply sensitivity SVdd = rrep/(rrep+ro_rep), we find that the two error 

terms are in fact equal to each other. 

rep o_repo Vdd

o Vdd rep rep rep o_rep

r rA S
A S r r r r

⎛ ⎞ ⎛ ⎞∆∆ ∆= = ⋅⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟+ ∆ +⎝ ⎠ ⎝ ⎠
 

(A.7) 

 

This result simplifies the analysis of mismatch on supply rejection because the two error 

terms in the numerator of Equation (A.6) cancel each other and the only remaining 

perturbation lies in the denominator, which as discussed above can be approximated as a 

change in the gain allocation ks. 

                                                 
34 If the replica and real output devices are well-matched, this assumption could be actively enforced by a 
slow feedback loop that adjusts Irep until Vrep = Vreg.  As long as this feedback loop is slow relative to the 
regulator’s bandwidth, it will not impact the regulator’s stability. 
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Appendix B  
 
Series Regulator Efficiency 
Optimization 

With the increasing integration of sensitive analog and mixed-signal components into 

power-limited, mostly-digital chips, maximizing the overall efficiency of the series 

regulators that provide the isolation required for these components is of significant 

interest.  Having described the requirements on amplifier GBW for a given level of 

rejection in Chapter 4, we build upon those results here to develop a strategy for output 

device sizing (i.e., overdrive selection) and amplifier power dissipation (i.e., GBW) that 

maximizes the overall efficiency of a series regulator at a specified rejection.  Since they 

are generally the easiest to integrate (and hence quite common), we will first perform the 

analysis for a regulator with a common-source output stage.  We will then briefly 

comment on optimizing the efficiency of a design with a source-follower output stage. 

In all regulators, the two principal components of power dissipation are the power 

spent in the output devices, and the power spent in the feedback circuitry.  Hence, we can 

write the regulator’s power dissipation as: 

( )reg od L out od ampP  = V I + V V I ,+  (B.1) 

 



APPENDIX B. SERIES REGULATOR EFFICIENCY OPTIMIZATION 

 

114 

where Vod is the overdrive of the output device (which for simplicity we have assumed is 

exactly equal to the regulator’s dropout voltage), IL is the load current, Vout is the desired 

output (regulated) voltage (which we will assume is fixed, so that the input supply 

voltage is Vout+Vod), and Iamp is the current consumed by the feedback amplifier.  For the 

sake of clarity, in this analysis we will not be including the fact that the input supply itself 

may vary (forcing the input supply to be margined for the worst-case), although including 

this effect is a fairly straightforward extension. 

In order to optimize this expression, we will next model the dependence of Iamp on 

Vod.  This involves first calculating the amplifier’s required GBW as a function of the 

output device overdrive, and then establishing a model for the current that must be 

dissipated by the amplifier to achieve this GBW.  The required GBW to achieve a certain 

minimum rejection LRmin was already derived in Chapter 4,35 and is 2·ωo·LRmin
2/Ao(Vod) 

– where we have explicitly shown that the output stage gain Ao depends upon Vod.  

Therefore, we must now establish the model for the dependence of Iamp upon this GBW. 

For a simple single-stage amplifier (or any amplifier whose response is dominated by 

a single low-frequency pole), it is straightforward to show that the GBW is set by 

gm,amp/Cload,amp [47].  Assuming a differential-pair based amplifier with a fixed current 

density in the amplifier’s transistors, gm,amp will increase linearly with Iamp:   

( )m,amp a amp ampg  = α 2 I V ,  (B.2) 

 

where Vamp is the overdrive of the input pair and αa is the power-law dependence of the 

input pair’s current on Vamp.36  Assuming that the capacitive loading on the amplifier 

(Cload,amp) is dominated by the gate capacitance of the output device (i.e., ignoring any of 

the amplifier’s diffusion capacitance), Iamp can therefore be written as  

                                                 
35 We will only present in detail here the general case where a replica of the load is not available.  The use 
of a replica simply reduces the dependence of GBW on LRmin from quadratic to linear, but does not 
significantly alter the mathematical procedures of the analysis presented here.  
36 Throughout this analysis we will assume an alpha-power law model of the IV characteristics of the 
transistors [88]. 
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( )
( )

go od 2
amp o amp min

a o od

C V4I ω V LR ,
α A V

⎛ ⎞
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⎝ ⎠

 
(B.3) 

 

where Cgo(Vod) is the (overdrive-dependent) gate capacitance of the output device. 

To complete the modeling of Iamp as a function of Vod, we must now find the 

functional forms of Ao(Vod) and Cgo(Vod).  Ignoring the dependence of the power device’s 

output resistance (ro) on Vod, and using the fact that we know that the DC current through 

the power device is IL, the output gain is  

( ) ( )o od o L load o od o L odA V α I R || V α V V ,r= =  (B.4) 

 

where we have defined VL as IL·(Rload||ro) to simplify the following expressions.  We can 

then write Cgo as being proportional to the load current:  

( )
o

o

α
od,IoL

go od g,Io α
o od

VIC V C ,
I V

=  
(B.5) 

 

where Io is some reference current level, and Cg,Io and Vod,Io are the gate capacitance and 

overdrive of a transistor whose drain current is Io. 

We can now combine Equations (B.3), (B.4), and (B.5) to express Iamp as a function 

of Vod and a set of technology and design-dependent constants:  

o

o o

2 2
amp g,Io o α min min

amp od,Io L amp Lα -1 α -1
o a L o od od

V C ω4 LR LRI V I k I .
α α V I V V

⎛ ⎞
= =⎜ ⎟
⎝ ⎠

 
(B.6) 

 

After using Equation (B.6) to re-express Preg and taking the derivative of the resulting 

expression with respect to Vod, it is found that the condition for Vod to minimize Preg is:  

oα
2od

amp min
o out o od

V k LR .
(1-α )V (2 -α )V

= −
+

 
(B.7) 
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This equation cannot be symbolically solved for any value of αo, but for the case of a 

quadratic output device (i.e., αo = 2), this condition simply reduces to:  

od amp out minV k V LR .= ⋅  (B.8) 

 

This linear increase in Vod with LRmin for a quadratic output device has an intuitive 

explanation as well; if Vod were left constant, the power consumption of the amplifier 

would have to rise quadratically as LRmin is increased.  However, by increasing Vod 

linearly at the same time (which reduces Ao linearly, but Cgo quadratically) the amplifier 

current need only increase linearly with LRmin.  As long as Vod is significantly smaller 

than Vout, this makes the overall power dissipation of the regulator also scale roughly 

linearly.  In fact, at the optimal Vod, Preg scales relative to the load power PL = Vout·IL as  

reg od od

L out out

P V V2 ,
P V V

⎛ ⎞
= + ⋅⎜ ⎟
⎝ ⎠

 
(B.9) 

 

simplifying to Preg/PL ≈ 2(Vod/Vout) when Vout » Vod.  Therefore, the regulator’s power 

dissipation can be simply predicted by 

reg amp out min LP 2 k V LR P .≈ ⋅ ⋅  (B.10) 

 

B.1 Source-Follower Output Stage 

Since a source-follower intrinsically applies its own gm against noise at the regulator’s 

output, lowering the source-follower’s overdrive not only reduces the dropout of the 

regulator, but also reduces the required GBW of the amplifier.  Because of this, unless the 

regulator is targeting a very high level of rejection (LRmin > ~40), Preg is essentially 

always minimized by using the smallest Vod possible.   
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Therefore, ignoring any potential area limitations, Vod should be set just high enough 

to guarantee reliable operation (and modeling) of the device (typically, ~100 mV).37  For 

LRmin less than Ao, no feedback amplifier is required; as the desired rejection is 

increased, the GBW of the feedback amplifier (and hence Iamp) should simply be 

increased quadratically – i.e., Iamp α (LRmin – Ao)2. 
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Figure B.1: Comparison of regulator power dissipation for common-source and source-
follower output stages.   

As a final note, we can use the results of this analysis to compare the power 

dissipation of regulators based on the two different types of output stages.  As shown in 

Figure B.1, even when the supply of the source-follower regulator’s amplifier is statically 

increased by Vth to enable low dropout, the power dissipation of the source-follower 

regulator is significantly lower than that of the common-source at the same rejection. 

 

 

 

 

 

 
                                                 
37 Particularly in cutting-edge processes, the subthreshold region is not modeled very accurately.  In 
addition, at overdrives near or in the subthreshold region of operation, the output offset of the regulator will 
become extremely sensitive to any biasing errors (random or systematic).  
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Appendix C  
 
Derivative Feedback for Regulators 

As described in Chapter 5, additive derivative feedback can be used in a regulator to 

reduce the phase shift of the feedback path and improve its effective bandwidth.  

Therefore, in this appendix we derive strategies for designing the derivative filter which 

minimize the effective impedance of a regulator.  As in Chapter 4, we will perform this 

analysis for both deterministic and random, broad-band current noise.  Although the 

analysis will be performed on regulators with linear feedback amplifiers (where the 

potential performance improvement of this scheme is limited) to simplify obtaining 

analytical results, the filter is essentially unchanged for a regulator with equivalent 

bandwidth comparator-based feedback (the improvement is simply much larger). 

C.1 Deterministic Noise 

Since the implementations of the derivative filter we are considering do not make use 

of peaking inductors (and hence cannot truly increase the high-frequency gain), the ratio 

between the filter’s zero and pole frequencies will exactly equal the filter’s DC gain 

reduction.  To explicitly take this behavior into account in the design of the filter, we will 

define a “gain peaking” parameter Apk such that the filter’s transfer function Hd(s) is 
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( )
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With this derivative filter at its input, the effective amplifier transfer function Aamp(s) 

becomes: 

( )
( ) ( )

da
amp

pk pk d a

1 s ωAA (s) .
A 1 s (A ω ) 1 s ω

+
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+ +
 

(C.2) 

 

making the regulated impedance Zreg(s):  

( ) ( )
( ) ( ) ( ) ( )

o a pk d
reg

a pk d m a pk d o

Z (s) 1+s ω 1 s (A ω )
Z (s) .

1+s ω 1 s (A ω ) g A A 1 s ω Z (s)
+

=
+ + +

 
(C.3) 

 

Ideally, the analysis would proceed by following the same methodology as that 

presented in Chapter 4 – i.e., by deriving an expression for the worst-case impedance, and 

then finding expressions for κ, Apk, and ωd by minimizing this impedance.  

Unfortunately, the expressions that would result from attempting to carry this out for 

Equation (C.3) analytically are extremely difficult to work with.38  Therefore, we will 

analyze the derivative filter design with an alternative method that, as we will describe 

below, builds upon the results from Chapter 4, and is based on insight into the response 

required of the amplifier to achieve a voltage positioned regulator.  Although the 

following analysis will be approximate, the values derived for κ, Apk, and ωd are within 5-

10% of those found from a numerical optimization with typical regulator and distribution 

network parameters.  More importantly, the worst-case impedance is very shallow near 

the optimum, and the values derived from the analysis are within this shallow region. 

A voltage-positioned response requires there to be minimal frequency domain 

peaking in the regulated output impedance.  In other words, the impedance provided by 

                                                 
38 For example, even solving for the frequency at which the worst-case impedance occurs involves 8th order 
polynomials. 
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an ideal regulator would look purely resistive, with only perhaps a capacitor in parallel to 

provide further filtering of high frequency noise.  From the standpoint of the feedback 

amplifier (including the derivative filter as part of the amplifier), if the regulator is to 

behave purely as a resistor in parallel with the rest of the supply network, a step at the 

amplifier’s input should result exactly in a (scaled) step at the amplifier’s output.  Of 

course, the feedback bandwidth is limited and hence a true step output can never be 

achieved – but this indicates that at the same gain, an amplifier whose output closely 

resembles a step will result in better performance than one whose response does not. 

Therefore, in order to find settings for the filter that approximately optimize the 

regulator’s response to deterministic (i.e., step or a worst-case sinusoid) noise current, we 

will derive the step response of the amplifier as a function of the filter parameters ωd and 

Apk, and then choose these parameters by minimizing the mean-squared error of the 

feedback path’s response with respect to an ideal step.  This methodology relies on 

maintaining a constant feedback gain as the filter parameters are varied, and hence the 

amplifier’s allocation between gain and bandwidth will need to vary along with Apk.   

Since we know that an Apk of 1 (i.e., no derivative filter) would result in the 

allocation of Equation (4.3), we will use this allocation here as well, but simply scale the 

amplifier gain by Apk (making the net gain constant) and the bandwidth by 1/Apk.  While 

reducing the bandwidth of the amplifier in this manner may at first seem counter-

productive, as we will see shortly, the bandwidth boost provided by the derivative filter is 

actually larger than Apk, making the net result an increased bandwidth at the same gain. 

Having fixed the feedback gain to a constant (which can therefore be normalized 

out), the transfer function we will be optimizing is:  

( )
( ) ( )

d

pk d a pk

1 s ω
H(s) ,

1 s (A ω ) 1 s (ω A )
+

=
+ +

 
(C.4) 

 

where ωa here is the amplifier bandwidth with no derivative filter (i.e., ωa is directly set 

by Equation (4.3)).  The step response of this transfer function is:  
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( )
( )

( )
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V (t) 1 e e ,

A ω -ω A ω -ω
= − −  

(C.5) 

 

and the mean-squared error ems can be found from: 

( )2

ms step0
e 1 V (t) dt .

∞
= −∫  (C.6) 

 

After taking the derivative of ems with respect to ωd and Apk, setting both equal to 

zero and solving the system of two equations, the resulting filter parameters are: 

2
d a pk pkω ω A A 5 3.= =  (C.7) 

 

Before showing the impact of Equation (C.7) on the feedback path’s response, it is 

important to note here that the resulting pole of the filter (ωp = 1/τp = Apkωd) is set at 

exactly the amplifier’s bandwidth (i.e., ωp = ωa/Apk).  Intuitively, this is expected for 

essentially the same reasons as already described in Chapter 5 – for a fixed ωd, if ωp was 

greater than the amplifier bandwidth the DC gain would be unnecessarily reduced.  If ωp 

was less than the amplifier bandwidth, the positive phase shift (and hence bandwidth 

extension) provided by the filter would be reduced.  We will make use of the fact that the 

filter pole should match the amplifier bandwidth to simplify the random noise analysis 

presented in the next section. 

As shown in Figure C.1, despite the initial reduction in amplifier bandwidth 

necessary to compensate for the reduction in DC gain, the derivative filter design of 

Equation (C.7) extends the overall bandwidth of the feedback path (typically, by ~15%).  

However, the DC gain reduction does limit the improvement in worst-case regulated 

impedance to less than ~5%.   
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Figure C.1: Magnitude response of the feedback path with a) a derivative filter designed 
using Equation (C.7), b) an optimized derivative filter without DC gain reduction (Apk = 
1.5), and c) the original amplifier (i.e., no derivative filter). 

Figure C.1 also shows the response of the feedback path with an optimized 

derivative filter whose DC gain is not reduced (i.e., the filter actually provides increased 

gain at high frequency).39  This response provides an indication of the impact of the 

derivative filter in a regulator with comparator-based feedback, where the excess gain of 

the comparator automatically compensates for the reduction in DC gain.  In this case, the 

improvement in feedback bandwidth is ~68%. 

C.2 Random Noise 

Fortunately, by making use of the result from the previous section that the derivative 

filter’s pole should be identical to that of the amplifier, a direct analysis of the effective 

impedance of the regulator as a function of Apk and κ can be performed.40  Specifically, 

Zreg(s) is now: 

                                                 
39 The procedure used to optimize this filter is essentially identical to that of the filter with DC gain 
reduction, but the amplifier gain and bandwidth (Aa and ωa) no longer need to be altered along with Apk.  
The resulting filter has an Apk of 1.5. 
40 As in Chapter 4, we will only show the results for the series regulator to facilitate symbolic analysis, but 
the results for a shunt regulator are essentially identical. 
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( )
( ) ( ) ( )( )

2
o a

reg 2
a m a pk a pk o

Z (s) 1+s ω
Z (s) ,

1+s ω g A A 1 s ω /A Z (s)
=

+ +
 

(C.8) 

 

and hence the square of the normalized effective impedance to random, white noise 

current noise is:  

( )( )
( ) ( )( )

2 2 2 22
pk gbw o pk gbw o pk own

2 2
load gbw o pk pk gbw o pk pk

A A A 2A κ (1 κ) A A κ 2 A 3κ ωZ .
R 4 A A A κ 2A κ(1 κ) A A A - κ 2A κ

+ + + + +
=

+ + + +
 

(C.9) 

 

Taking the derivative of Equation (C.9) with respect to Apk and to κ, setting them 

equal to zero and solving the system of two equations results in:  

1
gbw o pk3

3κ 1κ A A A 3 .
4κ 1

+= = ⋅
+

 
(C.10) 

 

Although Equation (C.10) indicates that Apk should be tuned along with the 

amplifier’s GBW, the dependence is very small – Apk asymptotes to 2.25 at infinite 

GBW, and is less than 2.4 for the typical range of GBW and output gain.  It is also 

interesting to note that Equation (C.10) increases the gain of the amplifier by less than 

Apk (reducing the DC gain of the feedback path), but the improvement in Zreg near the 

worst-case frequency reduces the overall white noise impedance by ~1%. 
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Appendix D  
 
Non-Linear Analyses of the Push-Pull 
Regulator 

In this appendix we will analyze some of the non-linear characteristics of the push-pull 

regulator in order to glean insight into their impact on the regulator’s design.  

Specifically, we will first examine the limit cycle behavior of the regulator in order to 

find the dead-band magnitude necessary to eliminate such behavior.  Since countering 

small variations near the average voltage will not significantly impact the worst-case 

voltage droop, it may be desirable to increase the dead-band beyond the size necessary to 

eliminate limit cycles in order to improve the efficiency of the regulator.  Therefore, we 

next make use of describing function techniques to provide intuition into how the dead-

band should be scaled along with the magnitude of the noise on the supply.  Finally, we 

will briefly present an analysis of the width of the sliding region in a push-pull shunt 

regulator with derivative feedback.   

The basic model of the regulator we will use for these analyses is shown in Figure 

D.1.  The model assumes essentially ideal comparator behavior (but with a fixed delay 

td), with a symmetric dead-band whose width is 2·∆V (i.e., the comparator output is zero 

for -∆V < Vin < ∆V).  Z(s,vc) is used to represent the fact that with a switched source-

follower output stage, the linear impedance at the supply node varies as the comparator 

turns on and off.  In other words, the 1/gm resistance in the model accounts for the source 
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follower’s intrinsic negative feedback (when it is turned on); ∆I accounts for the bias 

current of the source follower when Vreg = Vref (i.e., M·Ibias from Figure 5.12a).   

|vc|=0

Ldist

Rdist

Rload Cdecap

|vc|>0

Ldist

Rdist

Rload Cdecap1/gm∆I sgn(vc)

VregVref
+
-

Z(s,vc)d-ste
vc+

Vreg Vreg

 

Figure D.1: Model of the push-pull shunt regulator for non-linear analysis. 

D.1 Limit Cycle Analysis 

While many techniques have been developed for the exact or approximate 

calculation of limit cycles in comparator-based systems [70,73,89], analyzing the push-

pull shunt regulator is somewhat more challenging because of the time-varying nature of 

the linear portion of the system.   Since one of the most common techniques for limit 

cycle analysis is to make use of describing functions (DFs) to quasi-linearize41 the non-

linearities (and, in this case, the time-varying linear portion of the system), in Section 

D.1.1 we will show how to formulate a model of the regulator that allows describing 

functions to be applied.  However, this DF analysis is limited to numerical solutions 

because of the transcendental equations involved.     

In our experience, for low-order feedback systems based on comparators with delay 

(such as the push-pull regulator or band-bang PLLs [49]), it is often more straightforward 

to derive the limit cycle behavior by directly solving for the time-domain (periodic) 

                                                 
41 The describing function is defined as the linear system whose output most closely resembles (in the 
mean-squared error sense) the output from the actual non-linear system for a given form of input.  
Although the DF is a linear system, its parameters are allowed to depend upon the magnitude of its input – 
and hence the term “quasi-linearize” [73]. 
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waveforms within the loop.  This approach is particularly useful in systems whose linear 

portion has only a single-pole, or consists of a series of integrations.  For the push-pull 

regulator, the underdamped response of the supply network (caused by the distribution 

inductance Ldist) would once again limit the direct application of such an approach to 

numerical solutions of transcendental equations.  However, in a well-designed regulator 

(with low feedback delay), the behavior of the loop is mostly set by the impedance of the 

decoupling capacitance in parallel with the load resistance, and therefore in Section D.1.2 

we will perform this type of analysis with the assumption that Ldist is infinite.42  

D.1.1 Describing Function Analysis 

In order to calculate a describing function that properly models the intrinsic feedback 

provided by the source-follower, we will split the output current provided by the 

regulator into two paths as shown in Figure D.2.  With this model, Zo(s) now simply 

represents the purely linear impedance at the supply node (i.e. Rload||(1/sCd)||(sLdist+Rdist)).   

VregVref
+
- Zo(s)d-ste+ ∆I

abs(·)

gm

+++
Ir1

Ir2

Verr Ireg

 

Figure D.2: Model of the push-pull shunt regulator for limit cycle analysis using 
describing functions. 

To find the overall DF from Verr to Ireg, we can separately calculate the DFs for each of 

the two current paths and then sum them together to find the overall DF.  The path from 

Verr to Ir1 is through a standard dead-band comparator (with delay), and hence has the 

well-known DF 

                                                 
42 To simplify the limit cycle analysis we will not explicitly include the derivative filter.  However, the 
filter can easily be included when calculating limit cycles with the describing function-based technique 
(since it will already rely on numerical solutions), and the impact of the derivative filter can be 
approximated in the direct analysis by accounting for the filter’s reduction of the comparator delay. 
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( ) ( ) ( )( )
r1

2
I osc d d osc

osc

4 IN ( jω) 1 V A cos ωt jsin ωt (A V),
πA

∆= − ∆ − > ∆  
(D.1) 

 

where Aosc is the magnitude of the (presumed sinusoidal) limit cycle at the input of the 

comparator. 
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Figure D.3: Example Ir2 waveform with Verr = sin θ, gm = 1, ∆V = 0.2, and ωtd = π/5.   

The non-linearity represented by the path from Verr to Ir2 is not as commonly 

encountered, and therefore we will present its derivation here.  For a general, symmetric 

non-linearity fnl(x), the sinusoidal-input DF is found from [73] 

( ) ( )
nl

2π

f nl osc nl osc
osc 0

1N ( jω) f A sinθ,ω sinθ jf A sinθ,ω cosθ dθ.
πA

= ⋅ + ⋅∫  
(D.2) 

 

To carry out this integral symbolically, it is often instructive to examine the waveforms at 

the output of the non-linearity for a sinusoidal input.  Figure D.3 shows such an example; 

during most of the period, the output current simply linearly tracks the error voltage.  

When Verr crosses through the origin and its magnitude becomes less than ∆V, the 

comparator output goes to zero and shuts down the output stage – but because of the 

comparator delay, this shut down is delayed by ωtd radians on the waveform.  
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Since the output current Ir2 simply tracks Verr over the majority of the cycle (such 

that fnl(Aoscsin θ)·sin θ = sin2 θ), we can evaluate the integral of Equation (D.2) in a 

straightforward manner by appropriately selecting the limits of integration:  

off

r2

on

θ π/2

I r,sin r,cos r,sin r,cos
osc -π/2 θ

-1 -1
off osc d on osc d

2
r,sin m osc r,cos m osc

2N ( jω) I (θ)  jI (θ) dθ I (θ)  jI (θ) dθ
πA

θ sin (- V/A ) ωt θ sin ( V/A ) ωt

I (θ) g A sin θ I (θ) g A sinθ cos θ

⎡ ⎤
= + + +⎢ ⎥

⎢ ⎥⎣ ⎦
= ∆ + = ∆ +

= =

∫ ∫

 

(D.3) 

 

Assuming that Aosc > ∆V, the result of this integral is: 

( )

( )

( )

r2 r2 r2

r2

r2

I m I ,I I ,Q

2
-1

I ,I d
osc osc osc

2

I ,Q d
osc osc

N ( jω) g N jN

2 V 2 V VN 1 sin 1 cos 2ωt
π A π A A

2 V VN 1 sin 2ωt
π A A

= +

⎛ ⎞ ⎛ ⎞∆ ∆ ∆= − + −⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

⎛ ⎞∆ ∆= − − ⎜ ⎟
⎝ ⎠

 

(D.4) 

 

The overall DF for the feedback path of the regulator NIreg can then be found by 

combining Equations (D.1) and (D.4), and the existence (and magnitude/frequency) of 

limit cycles (for Vref = 0) predicted by solving Zo(jω) = -1/NIreg(jω).  

D.1.2 Direct Time-Domain Analysis 

If we assume that the series inductance of the supply network has a negligible effect on 

the regulator’s limit cycle behavior, it is straightforward to derive time domain equations 

for the regulated supply voltage.  The magnitude of the limit cycle (as a function of the 

regulator design parameters) can then be calculated by enforcing periodicity, and this will 

lead us to the magnitude of ∆V necessary to guarantee that the regulator cannot sustain 

such a limit cycle.   
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Figure D.4: Example regulator limit cycle waveforms for a) Vreg and b) vc (i.e., the 
delayed comparator output).   

To illustrate the steps we will be taking in the following derivation, Figure D.4 

shows example limit cycle waveforms at Vreg and vc.  Note that for convenience, we have 

chosen the time origin to the instant at which the comparator output goes high.   

When the comparator output rises, the regulator simultaneously connects the 

equivalent of a 1/gm resistor to the supply network and pushes ∆I of current into the 

supply.  Since we have assumed infinite Ldist, the impedance of the supply network is 

first-order, and hence the supply voltage has a simple exponential step response that 

would reach ∆VIR = ∆I·Rload/(1+gmRload) if the comparator were left on indefinitely.   

The magnitude of the limit cycle (Vm) is set by the length of time that the comparator 

output is high; this time is simply td plus the time it takes for the supply voltage to go 

from -Vs (the voltage when the comparator turns on) to -∆V.  Knowing that the response 

of the supply voltage is a simple exponential step with a final value of ∆VIR, this time is 

IR s
on o,on d

IR

V Vt ln τ t
V V

⎛ ⎞∆ += +⎜ ⎟∆ + ∆⎝ ⎠
 

(D.5) 
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where τo,on = (RloadCdecap)/(1+gmRload) is the time constant of the supply network when the 

source follower is on.  Therefore, the limit cycle magnitude is  

( )( )d o,on-t τ
m IR IRV 1 1 V V e V= − + ∆ ∆ ∆  (D.6) 

 

After the supply voltage reaches Vm, the comparator output returns to zero – 

disconnecting the output stage from the supply node.  Therefore, during this time Vreg 

simply exponentially decays from Vm with a time constant of τo,off = (RloadCdecap).  

Knowing this behavior, to complete the half-cycle we need only calculate Vs (the voltage 

at the instant before the comparator output becomes negative).  The amount of time the 

comparator output stays at zero is set by the time it takes for Vreg to go from -∆V to ∆V 

(while the comparator output was high):  

IR
off o,on

IR

V Vt ln τ
V V

⎛ ⎞∆ + ∆= ⎜ ⎟∆ − ∆⎝ ⎠
 

(D.7) 

 

and hence Vs is: 

o1 (1+A )

IR
s m

IR

1 V VV V
1 V V
⎛ ⎞− ∆ ∆= ⎜ ⎟+ ∆ ∆⎝ ⎠

 
(D.8) 

 

where we have used the fact that τo,on/τo,off = 1/(1+gmRload) and defined Ao = gmRload. 

Having completed characterizing the limit cycle, we can now use these equations to 

find the ∆V necessary to make these equations inconsistent (i.e., so that no limit cycle 

can exist).  Clearly, a limit cycle could not exist if Vm < ∆V; in other words:  

d o,on

d o,on

-t τ
min

-t τ
IR

V 1 e
V 1 e

∆ −=
∆ +

 
(D.9) 
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This ∆Vmin is actually somewhat pessimistic, because it can be shown that a limit cycle 

cannot exist even if Vs < ∆V:  

( )( )
o

d o,on

1 (1+A )
-t τmin min IR

min IR
IR min IR

V 1 V V 1 1 V V e
V 1 V V

⎛ ⎞∆ − ∆ ∆= − + ∆ ∆⎜ ⎟∆ + ∆ ∆⎝ ⎠
 

(D.10)

 

Equation (D.10) must be solved numerically to find ∆Vmin, but as shown in Figure D.5, 

the ∆Vmin found from Equation (D.9) is a very close approximation for most of the range 

of interest.  Furthermore, simulations indicate that these bounds (calculated with infinite 

Ldist) are pessimistic and within 10% of the ∆Vmin for typical Ldist values.   
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Figure D.5: Example of ∆Vmin vs. td calculated using Equations (D.10) and (D.9).  The 
minimum dead-band and comparator delay are normalized by ∆VIR and τo,off = RloadCdecap 
respectively.  For this example, gm = 1/Rload. 

D.2 Dead-Band Scaling with Supply Voltage Noise 

As mentioned in Chapter 5, eliminating limit cycles is not the only consideration in 

setting the size of the dead-band.  Specifically, since performance in a synchronous 

digital system is set by the worst-case supply voltage, a push-pull regulator with a dead-

band which is too small may spend power unnecessarily to remove small variations 

which do not significantly impact the worst-case voltage.   
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The exact relationship between the magnitude of the dead-band and the supply 

voltage noise magnitude strongly depends upon the distribution of the current noise, and 

may not be straightforward to calculate analytically.  Therefore, our goal in this section 

will not be to derive the precise relationship between ∆V and the magnitude of the noise.  

Rather, we will present an approximate analysis to provide further intuition behind the 

general rule that ∆V should be scaled to remain roughly constant relative to the standard 

deviation of the noise.   

In Section D.1.1, we derived the sinusoidal-input describing function of the 

regulator’s feedback path, and we saw that the terms of the DF that included ∆V were 

always scaled by Aosc (i.e., there were no terms where ∆V appeared alone – only 

∆V/Aosc).  This fact alone already points to keeping ∆V fixed relative to the output noise, 

but the current noise profiles of interest are likely to be more random in nature (rather 

than a pure sinusoid).  Therefore, we will next briefly derive an approximate DF for the 

regulator’s feedback path in response to random, Gaussian noise on Vreg.   

gm∆I

VregVref
+
-

Z(s)d-ste
Ireg+

Verr

Verr

Ireg

∆V

 

Figure D.6: Simplified model of the push-pull regulator enabled by artificially delaying 
the intrinsic feedback of the source-follower by td. 

Since the goal here is to provide intuition (and not an exact analysis), to avoid 

calculations that would involve the autocorrelation of the noise on the supply voltage, we 

will calculate the feedback path’s DF with the intrinsic feedback of the SF (artificially) 

delayed by the same amount as the comparator output (i.e., Ir2 from Figure D.2 is delayed 

by td).  This simplification allows us to model the regulator as shown in Figure D.6, 
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where the non-linearity (which combines the linear response from the source-follower’s 

gm and the bias current ∆I) is now memoryless (and hence will have no phase shift 

associated with it).  

For a general, symmetric, memoryless non-linearity fnl(x), the random-input DF is a 

scalar (i.e., simply a gain term), and is found from [73] 

( )
nl

2
f nl xN E f x x σ= ⋅⎡ ⎤⎣ ⎦  (D.11)

 

Therefore, for the push-pull regulator with zero-mean Gaussian noise whose standard 

deviation is σvr on Vreg, the DF is found from:  

( ) ( )2 2
vr

lreg

-x 2σ
I m2

vr ∆V vr

2 1N g x ∆I x e dx
σ σ 2π

∞

= + ⋅ ⋅∫  
(D.12)

 

Defining kdb = ∆V/σvr, Equation (D.12) evaluates to 

( ) ( )( )2 2
db db

lreg

-k 2 -k 22 2 1
I vr db db mπ π 2

N e ∆I σ 1 k e erf k g= + + −  (D.13)

 

Hence, if kdb is fixed (i.e., ∆V scales directly with σvr) and ∆I scales along with σvr 

(which is a reasonable rule to follow since an increase in σvr would correspond to an 

increase in the noise current), the gain of the regulator’s feedback path will remain 

constant.   

Finally, to provide some insight into the choice of the relative magnitude of the dead-

band (and how each of the gain terms is affected by this choice), Figure D.7 shows how 

the two components of NIreg (i.e., the gain from ∆I, and the gain from gm) scale with kdb.  

The ∆I-contributed gain remains above 90% of its maximum value for kdb less than 

~0.46, while the gm-contributed gain remains above 90% of its maximum value for kdb 

less than ~0.76. 
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Figure D.7: Scaling of the two components of the feedback gain (NIreg) with the relative 
magnitude of the dead-band (kdb). 

D.3 Sliding Mode Analysis 

Since it does not directly affect the boundaries of sliding mode operation, in the 

following analysis we will ignore the comparator’s dead-band and delay (i.e., we will 

assume ∆V=0).  Therefore, either the push or pull output stage will always be connected 

to the supply node, allowing us to simply treat the source-follower’s intrinsic feedback as 

a resistance of 1/gm in parallel with Rload.  As in Chapter 5, we define the zero of the 

derivative filter as ωd, and the pole of the filter as ωp. 

To guarantee sliding mode operation (i.e., that the output trajectory “slides” along 

the surface defined by the feedback filter), the following condition must be satisfied [70]:  

( )S 0lim S dS dt 0→ ⋅ <  (D.14)

 

where S is the sliding surface defined by the feedback filter (e.g., for a feedback filter of 

the form (1+s/ωd), S = (1/ωd)·dVout/dt + Vout).  To translate Equation (D.14) into 

boundaries on the state variables of the system, the system’s dynamics are used to define 

S and dS/dt in terms of these variables. 
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Choosing Vreg (the output voltage43) and ILdist (the current through Ldist) as our state 

variables, the dynamics of the push-pull regulator can be written as: 

( )
( ) ( )

reg IR reg Ldist load,eff o,on

Ldist dist dist reg dist Ldist

dV dt -∆V sgn(S) V I R τ

dI dt R L V R I ,

= − −

= −
 

(D.15)

 

where ∆VIR and τo,on are as defined in Section D.1.2, and Rload,eff = Rload/(1+ gmRload).  

With a single-pole, single-zero feedback filter, the dynamics of the sliding surface are:  

( ) ( )p reg d regS 1 ω dS dt V 1 ω dV dt .+ = +  (D.16)

 

Hence, we can write the condition of Equation (D.14) as:  

( )( )S 0 p reg d reglim S ω V 1 ω dV dt S 0→ ⋅ + − <  (D.17)

 

Using Equation (D.15) to expand dVreg/dt, and making use of the fact that the limit 

must hold as S approaches zero, Equation (D.17) leads to the following two boundaries 

on the regulator’s sliding region:   

( )

( )

reg
Ldist d o,on

load,eff

reg
Ldist d o,on

load,eff

V
I ∆I ω τ 1 (S 0)

R
V

I -∆I ω τ 1 (S 0)
R

< + − <

> + − >
 

(D.18)

 

The key point to notice from Equation (D.18) is that for a given derivative filter, the size 

of the sliding region is set by ∆I.  However, since load current noise also directly drives 

the supply network, this current noise is effectively added to ∆I.  Hence, unless ∆I is 

significantly larger than the magnitude of the expected noise current (which is typically 

                                                 
43 It is important to note that Vreg is assumed to have a mean of zero in this analysis; the actual value of the 
supply voltage is unimportant in this analysis as long as Vref is correctly generated. 
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not the case in a regulator optimized to maximize the efficiency of the overall chip), the 

regulator will not remain within the sliding region for any significant period of time.   
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