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Abstract 

Today’s high-speed interfaces are limited by the bandwidth of the communication 

channel, tight power constraints and noise sources that differ from those in standard 

communication systems. The wire bandwidth limitations make straight circuit solutions 

inefficient, and the power and area constraints make standard digital communication 

approaches infeasible. This thesis presents a system-level link design approach, tightly 

integrating the noise and channel properties with communication algorithms and circuit-

level power and speed constraints. 

After describing the issues that high-speed I/Os need to overcome, we create a model 

that correctly represents the statistics of the various noise sources that affect the system’s 

performance. Our new link model maps the timing noise into effective voltage noise 

revealing the critical impact of high-frequency transmit jitter. This model estimates the 

performance limits of the system, and indicates the components which most limit the link 

performance. The capacity of typical high-speed link backplane channels is between 50 

and 100 Gb/s, which is much higher than 3 Gb/s data rates of currently deployed 

baseband links. We then allocate our limited area and power resources to those issues that 

are most critical to overall performance. 

In order to estimate the data rates of practical baseband architectures, we solve the 

power constrained optimal linear precoding problem and formulate a bit-error rate (BER) 

driven optimization, including all link-specific noise sources and hardware constraints. 

Using this optimization framework, we show that practical data rates are mainly limited 

by inter-symbol interference due to complexity constraints on the number of precoder and 
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equalizer taps, and then by slicer resolution and sampling jitter that limit the higher 

bandwidth utilization provided by multi-level modulations. Better circuits are needed to 

improve the bandwidth utilization to more than 2 bits/dimension in baseband. With 

current circuit technology and precision, it seems that links which use both PAM2 and 

PAM4 modulation, with a combination of transmit pre-emphasis and decision feedback 

equalization (DFE) can achieve 5-12 Gb/s data rates. 

With only minor modifications, the hardware needed to implement a PAM4 system 

can be used to implement a loop-unrolled single-tap DFE receiver. To get the maximum 

performance from either technique in practice, the link has to be tuned to match the 

specific channel it is driving. To achieve this with low cost we designed an adaptive 

equalization technique using data based update filtering that allows continuous updates 

while minimizing the required sampler front-end hardware and significantly reduces the 

cost of implementation in multi-level signaling schemes. A transceiver chip was designed 

and fabricated in a 0.13 µm CMOS process to investigate dual-mode PAM2/PAM4 

operation and the modifications of the standard adaptive algorithms necessary to operate 

in high-speed link environments. The experimental data match the statistical link model 

predictions extremely well, within a couple of mV, even at BERs lower than the required 

10-15. 
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Chapter 1  
 
Introduction 

In the past decade we have witnessed the integration of computer systems into a more 

global context of Information Technology Systems, which communicate and process 

information. Scaling of integrated circuit technology has continually increased the data 

processing capabilities of integrated circuits in these systems. On the other hand, data 

communication has continually caused bottlenecks in these systems at various levels of 

system hierarchy. The challenges and demand associated with overcoming these 

bottlenecks have caused a boom in development of the systems and techniques that 

improve the efficiency of data communication.  

Breakthroughs in communication and signal processing techniques have resulted in 

faster Internet access due to development of modems [1-3] over twisted pair telephone 

channels. Increase in data rates of optical links in Internet backbones [4] has caused the 

need for faster data routing nodes (i.e. core routers) [5]. At the lowest level of the system 

hierarchy, significant effort has been devoted to increasing the data rates in chip-to-chip 

communication, from communication between the data-shuffling chips inside the internet 

router [6,7], to communication between processors and memory chips in computers 

[8-10].  

Simple input/output (I/O) drivers integrated in these chips have been replaced by 

more and more sophisticated high-speed link circuits. While chips in modems have 

1 
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incorporated the latest signal processing techniques to overcome the severe bandwidth 

limitations of telephone channels, chip-to-chip high-speed links have mostly focused on 

improvements in circuits needed to sustain the desired data rates (from 100’s Mb/s in the 

early 1990’s to 10’s of Gb/s today) overcoming the limitations of a given integrated 

circuit technology.  

This improvement in chip I/O performance (which scaled faster than processor 

frequency) has led to expectations of continued improvements in the I/O rates. However, 

the nature of the I/O design problem is changing. Today internal circuits can run at 10’s 

of Gb/s, but the performance of the link is limited by the bandwidth of the channel – the 

electrical path from one die to the other. The obvious question now is how to continue to 

scale I/O performance, and what, if anything, will ultimately limit pin bandwidth. 

This thesis is an attempt to bridge the gap between high-speed link design and 

high-speed communication system design in order to overcome the bandwidth limitations 

of today’s high-speed links. We apply the analysis and techniques used in communication 

system design to the unique problems posed by the high-speed, channel-limited link 

design. By analyzing the specific properties of the high-speed link system, and by 

classifying and analyzing the noise sources of these systems, we are able to decide where 

communication techniques can be applied most cost effectively and how to apply them. 

1.1  Organization 

In order to efficiently trade-off the data rates with power and complexity in high-speed 

links, we need to understand how the link’s performance depends on different 

components in the system. We first need to understand the way the signal is degraded in 

the wires connecting the chips, and then characterize the behavior and magnitude of the 

noise sources that affect the signal.  

We look at these components in Chapter 2 where we describe the high-speed link 

environment. In that chapter, we first look at the channel properties using an example of a 

high-speed backplane link connecting high-speed serializer-deserializer chips (placed on 

two linecards of an Internet router) over a backplane. Next we describe the link specific 

noise sources and models to characterize their propagation through the system. 
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With these two components, the channel and the noise, in Chapter 3 we perform 

system-level analysis and optimization. By analyzing the system with the channel and 

noise models developed in Chapter 2 and link-specific hardware constraints, we first 

determine what the ultimate limits are, then find the most efficient communication 

techniques that work with practical design constraints. 

Since practical high-speed links have many design constraints, it is very important to 

understand the most critical effects and focus the system and circuit design on these most 

sensitive issues. In Chapter 4 we formulate the statistical system-level link model based 

on the noise and the channel models from Chapter 2 and analyze the performance of the 

communication techniques and topologies described in Chapter 3. We use this 

performance analysis to predict the most efficient link architectures with link specific 

noise sources and hardware constraints. 

Chapter 5 describes the experimental system built using the analysis in Chapter 4. 

This system incorporates novel adaptive equalization and modulation, and corresponding 

clock and data recovery techniques. It is also used to verify the link modeling and 

analysis. 

In Chapter 6, we give predictions about the scaling of data rates in high-speed links 

derived from our link models and experimental results. These results indicate that new 

link architectures are needed to further scale the data rates over existing channels. In the 

conclusion, we also outline some of the possible directions for further extensions of this 

work. 

Before we start developing the material in this dissertation, it is useful to get some 

background information about high-speed links. So, in the next section, we first look at 

the historical development of high-speed link designs, and then address the challenges in 

today’s high-speed link design that this thesis is trying to solve. 

1.2 Background: High-Speed Link System 

Due to the limited number of I/O pins in a chip’s package and density constraints on the 

number of wires between the chips, high-speed links usually serialize blocks of parallel 

data for off-chip transmission. The system diagram of a typical high-speed link is shown 
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in Figure 1.1. 

Channel

serializer

PLL

dataIn

ref Clk

Transmtiter Receiver

deserializer
dataOut

Clock, data
recovery

 

Figure 1.1: High-speed link block diagram 

A phase locked loop (PLL) acts as a timing generator in a high-speed link; it 

generates a high-frequency transmit clock by multiplying the low frequency reference 

clock. A clock and data recovery (CDR) circuit on the receiver side usually incorporates 

a PLL and some additional circuits needed to synchronize the receiver with the incoming 

data stream. These timing blocks are critical for high-speed operation of the link since 

they provide accurate spacing of transmitted data symbols and sampling of the signal 

waveforms at the receiver. 

One of the earliest efforts in integrated high-speed links started with design of high-

speed current integrating receivers [11], which at sub-Gb/s data rates provided a very 

good approximation to the matched filter [12] for a pulse, and significantly improved the 

robustness of the link by averaging the noise, especially timing jitter.  

With data rates entering the Gb/s region, high-speed I/O design became limited by 

the speed of the underlying technology1. This resulted in the work on multiplexed 

transmitters and receivers [13] which managed to overcome the intrinsic gate-speed 

limitations. The key to these techniques lies in precise phase generation, using ring-based 

voltage controlled oscillators to derive multiple phases and phase-interpolators to obtain 

higher resolution of phase tuning. This precise phase generation also enabled the use of 

oversampling receivers, where each bit was 3x oversampled to provide for both data and 

clock recovery [14]. 

Further advances in high-speed I/O led to improvements in the design of timing 

                                                 
1 The width of the shortest pulse that can be propagated through an inverter chain in a given circuit 
technology is 3-4 FO4, where FO4 is the delay of an inverter loaded by the four identical inverters. This 
limits the period of the on-chip clock to 6-8 FO4 delays. 
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loops, such as semi-digital dual delay-locked loops (DLLs) [15], and adaptive bandwidth 

phase locked-loops (PLLs) and DLLs with regulated supply CMOS buffers [16]. 

Numerous other papers on PLLs and DLLs [17-20], and CDR loops [21-23] have been 

published in the last decade, enabling the continuous increase in high-speed link data 

rates. 

During all this time, the wires connecting the chips appeared essentially lossless and 

given that the intrinsic voltage noise is very low, the focus in link design was on high-

speed I/O and on reduction in timing noise, which dominated the link performance. 

However, as the data rates kept scaling, somewhere around 3 Gb/s links started being 

limited by the wire bandwidth. In order to address these issues, several designs started to 

use one or two taps of transmit pre-emphasis [24-26] to compensate for channel 

bandwidth limitation, or used four-level signaling [27,28], instead of binary NRZ 

signaling, to increase the data rates without increasing the signaling rate significantly 

beyond the channel bandwidth. In both cases, the distance between signal levels 

decreases due to the limited headroom of the I/O driver. Because of this effect, coupled 

with stringent bit-error-rate (BER) requirements in high-speed links, we need to look 

carefully into the interference and noise sources in order to determine how many signal 

levels to transmit and at what rate, in order to achieve the maximum data rate for which 

the link still works with the guaranteed BER target. Since these equalization and 

modulation techniques increase the cost and complexity of the link, the biggest design 

challenge in today’s links is to find the architecture that most efficiently achieves the 

desired data rate. 
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Chapter 2  
 
High-Speed Link Environment 

In order to trade-off link power and complexity with performance, designers of today’s 

links find it necessary to have the capability to predict the link performance at design 

time. To fully understand the factors that limit the link performance, we first need to find 

out how the communication channel between the two high-speed link chips degrades the 

signal. In order to do this, in this chapter we first describe the link environment using a 

backplane link as an example. Then we focus on the signal interference caused by the 

channel in that environment. We show that interference strongly degrades the quality of 

the signal and we look at the physical properties of the link channels, to gain more insight 

into the origin of that interference. 

Having described the impact of the interference on the quality of the signal, we then 

look at the noise sources in the system. We refer all the noise components to the input of 

the receiver and then rank them in order to find the ones that are most important. To do 

this, we map the timing noise from both transmitter and receiver, to the effective voltage 

noise as seen by the receiver using superposition-based models. We use these models 

later in Chapter 4 to show that timing noise generated by PLLs and CDR loops is larger 

than generic voltage noise. These models are also used to develop the system 

optimization framework in Chapter 3 which then enables the exploration of the link 

design space in Chapter 4. 

7 
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2.1 Channel 

The characteristics of the link channel depend strongly on the application. In this work 

we use a backplane link as our design example, although the analysis method we develop 

can be applied to any link design.  

2.1.1  Backplane Environment – A Physical Example 

A typical backplane environment is illustrated in Figure 2.1, where the high-speed 

serializer-deserializer chips connect the two linecards over a backplane. Such backplanes 

can usually be found in large Internet routers [29, 30] or more recently in racks of Blade 

servers [31].  

 

Figure 2.1: Backplane environment, high-speed serializer-deserializer chips connecting 
the two linecards over a backplane. Photo is courtesy of Rambus, Inc. 

Linecards accept the optical connections from the external network (e.g. SONET), or 

from other distributed racks of equipment [32]. High-speed serializer-deserializer chips 

then communicate the data between the linecard and the switchcard, which then redirects 

the data stream to the linecard that contains the desired output port of the router. 
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In this system, the chips are mounted in packages that are soldered to the linecard. 

The linecards plug into the backplane using dense through-hole connectors [33]. The 

cross-section of the system shown in Figure 2.2 makes it easier to see the full signaling 

path. 

Back plane connector

Line card trace

Package

On-chip parasitic
(termination resistance and 
device loading capacitance)

Line card 
via

Back plane trace

Backplane via

Package 
via

Back plane connector

Line card trace

Package

On-chip parasitic
(termination resistance and 
device loading capacitance)

Line card 
via

Back plane trace

Backplane via

Package 
via

 

Figure 2.2: Backplane system cross-section indicating different sections of the signaling 
path [34] 

The channel in Figure 2.2 is the full path from one die to the other die. On-chip 50 Ω 

termination resistors and device capacitance create parasitic low-pass filters. The signal 

has to traverse a number of different traces in order to arrive from source to destination. 

Along the long backplane traces we have increasing line attenuation with frequency, due 

to skin-effect and dielectric loss [35]. While this line attenuation causes additional low-

pass filtering of the signal, sometimes more detrimental effects come from the short 

traces (e.g. vias, or connector traces) that connect the components of the system together. 

We use these traces to get from the package into the linecard and to connect the linecard 

to the backplane. These short traces can create large impedance mismatches and cause 

reflections that can significantly degrade the quality of the signal. We can model all these 

components in the system relatively accurately, and create the frequency response of the 

channel. Before getting into the details and explaining the physical phenomena that cause 

the above mentioned effects, let us first look from a higher level at how these effects, 

such as loss and reflections, impact the quality of the signal transmission. This will 

provide the motivation to look more deeply and understand the physical properties of the 

system. 
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Electrical link channels are approximately stationary and band-limited, with very 

slow changes due to temperature and humidity [36]. However, the variations among 

different channels in a backplane are large due to different components and physical 

dimensions of these channels.  

The channels shown in Figure 2.3 all belong to the same backplane. The loss slope 

changes significantly from channel to channel due to different channel lengths, and there 

is also large variability in the frequency response, due to notches caused by some vias 

and routing layers used in the backplane. This variability creates a problem for high-

speed link design, since we need to find a link architecture that works for all the channels 

in the backplane. 
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Figure 2.3: Variability in the frequency response of several channels within the same 
backplane [37] 

Despite variability, these channels are mostly low-pass. This means our nice narrow 

pulse at the input of the channel will be significantly attenuated and much wider at the 

output of the channel, as shown in Figure 2.4. The dots at the received pulse indicate the 

symbol-spaced samples. We see that at some even relatively larger latencies there are 

ripples in the received pulse waveform due to reflections from impedance discontinuities. 

In addition to that, the first pre-cursor and post-cursor samples are very large due to pulse 
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dispersion from low-pass filtering. Both effects would make it very difficult to correctly 

detect bits that are transmitted in a sequence. 
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Figure 2.4: The response of the channel to 160 ps wide pulse, [37] 

For example, in Figure 2.5, a received sample that corresponds to bit zero, in a one-

zero-one pattern sent from the transmitter, drops to only 0.3 due to interference from the 

previous bit by 0.2 and next bit by 0.1. As a result, this bit is received in error. 
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Figure 2.5: The effect of intersymbol interference 
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This intersymbol interference (ISI) effect is deterministic, since we can always 

repeat it by transmitting the same data pattern. It is obvious that this effect becomes 

worse as the width of the transmitted bit decreases. As such, ISI is clearly one of the most 

significant effects that limit the achievable data rates in high-speed backplane links. In 

order to better understand the character of ISI we need to look at the physical properties 

of the backplane system. This analysis will also reveal some additional sources of 

interference. 

2.1.2  Interference 

At this point we seek to get a better understanding of the physical effects that cause the 

degradation of the signal illustrated in the previous section. In backplane systems, 

interference occurs not only between symbols that travel on the same wire, due to the 

limited bandwith of the wire, but also between different wires due to electro-magnetic 

coupling of signals traveling in densely spaced wires (e.g. in the board, connector or 

package). 

2.1.2.1 Inter-Symbol Interference 

As we discussed previously, dispersion and reflections are two main causes of ISI. They 

are based on two fundamentally different mechanisms, so it is worth exploring them both 

in more detail. 

Dispersion 
At frequencies well into the gigahertz range, the wire traces in the backplane start 

behaving like lossy transmission lines. As mentioned earlier, skin-effect and dielectric 

loss are two contributing effects causing the loss to increase with frequency.  

Skin-effect is manifested as crowding of the higher-frequency current toward the 

surface of the conductor. In Figure 2.6a, we show the current density of a 1 GHz signal at 

the microstrip cross-section shown in Figure 2.6b. In Figure 2.6b we illustrate the 

physical definition of a microstrip (a wire trace over a dielectric and ground plane). 

Higher frequency currents experience more loss, since they incur higher resistance, due to 

the flow over a smaller cross-section. The resistance, and hence the loss due to 
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skin-effect, are proportional to the square-root of frequency 

 

fp
D

fR rAC ⋅
⋅

=
−

π

71016.2)(  
(2.1) 

 

where D is the wire diameter (Ω/in) and pr is the relative resistivity of the wire compared 

to copper [35]. 

current density

 
(a)      (b) 

Figure 2.6: a) Illustration of skin effect - current crowding of 1 GHz signal in a 
cross-section of a microstrip, b) Microstrip definition 

Dielectric loss is attributed to the energy loss in the dielectric surrounding the 

transmission line. This loss increases proportionally to signal frequency: 

 

δ
επ

α tanf
c

r
D =  

(2.2). 

 

where tan δ is the loss tangent, c is the speed of light and εr is the relative permitivity 

[35].  
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Dielectric loss is usually specified with only the loss tangent and strongly depends on 

the type of insulator material, e.g. FR4 (0.035), Polyamide (0.025), GETEK (0.01), 

Rogers4350 (0.004), Teflon (0.001). Most legacy backplanes use FR4 material, which 

has the highest loss tangent, while newer backplanes use either Rogers or one of the 

NELCO materials with lower loss. 

Due to the linear dependence in frequency, the dielectric loss dominates over the 

skin-effect at very high frequencies. The crossover frequency depends on the material 

properties and dimensions of the trace. The two effects are illustrated in Figure 2.7 for 

FR4 material, and we see that the crossover occurs at around 500 MHz. 
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Figure 2.7: Crossover between skin-effect and dielectric loss, FR4 8 mil wide and 1 m 
long 50 Ω strip line [38] 

Reflections 
The other ISI component occurs from reflections, i.e. multiple bounces of the signal from 

impedance discontinuities. A signal transitioning from one transmission line to another 

line with different impedance, as in Figure 2.8a, suffers a reflection of magnitude 
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(a) (b)  

Figure 2.8: Reflections from impedance discontinuities: a) General principle b) 
Frequency selective impedance discontinuity from the via stub and via length reduction 
by backdrilling [34] 

Some impedance discontinuities can have the same magnitude at all frequencies, for 

example a discontinuity between a trace with 45 Ω impedance (due to 10% 

manufacturing error) and a 50 Ω termination resistor at the receiver. From Equation (2.3) 

we compute that this impedance mismatch causes approximately 5% reflection 

independent of the signal frequency. Other impedance discontinuities can be frequency 

dependent, like via stubs in Figure 2.8b. Here the stub acts as a capacitor, which reflects 

high frequency energy. Recently, manufacturers have started to backdrill the vias in post-

production to shorten the length of via stubs which provides better impedance matching 

and reduces the amount of reflections. 

In the backplane channel, reflections from impedance discontinuities occur at several 

distinct points, causing multiple bounces of the signal, which can persist for a relatively 

long time, e.g. up to 80 symbols at 5 Gsymbol/s rate2. We have already identified 

backplane via stubs as sources of frequency selective reflections. The second most 

dominant source of reflections is the frequency dependent impedance discontinuity due to 

parasitic device capacitance at both the transmitter and receiver. By considering only 

these two most dominant sources of reflections we can simplify the analysis, as shown in 

Figure 2.9. 

                                                 
2 The rule of thumb for the speed of signal propagation is about 150 ps/inch of backplane trace for 
8 mil x 1 mil traces in FR4 dielectric (this slightly varies with dimensions of the trace and type of 
dielectric). 
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Type A reflections occur either between the connector and transmitter (AT) or 

between the connector and receiver (AR). Other groups of reflections are identified as B, 

C, D, depending on the bouncing paths. The longest primary reflection path is for type D, 

which travels across the backplane exactly three times before it hits the receiver. In 

addition to the primary reflections, there are also their repetitions from the second round 

of reflections, for example A2 from the repeated round-trip between the connector and 

transmitter or receiver.  
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Figure 2.9: Reflections groups within a backplane (top) bounce diagram (bottom) 
reflections marked in the pulse response (time T marks the location of the main sample) 
[39] 

As we will see later, these very long latencies, e.g. 40 bits for type B reflections in 

20” FR4 backplane at 6.25 Gb/s binary transmission, complicate the link architecture 

since significant hardware resources are required to keep the data in the link for that long 

and compensate for that many reflections. 
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2.1.2.2  Inter-Channel Interference (Crosstalk) 

The same short traces in connectors and vias, which suffer from impedance mismatches 

and cause reflections, also suffer from density constraints which cause significant 

inter-channel interference (crosstalk) between signal lines. The strongest crosstalk occurs 

between the signal lines in chip packages and connectors [35,40]. Standard crosstalk 

between transmission lines on the linecard and in the backplane [35] has a much smaller 

effect. 

Far-end XTALK (FEXT)

Desired 
signal

Near-end XTALK (NEXT)

Reflections

Far-end XTALK (FEXT)

Desired 
signal

Near-end XTALK (NEXT)

Reflections

 

Figure 2.10: Crosstalk definitions [40] 

Crosstalk can be divided into far-end (FEXT) and near-end (NEXT) crosstalk. As 

shown in Figure 2.10, FEXT occurs when the aggressor signal travels in the same 

direction as the victim. The NEXT occurs when the aggressor signal travels in the 

opposite direction, and can be much more critical since the strong aggressor signal can 

couple into an attenuated victim signal in the connector or package located on the receive 

side. Since crosstalk is caused either by capacitive or inductive coupling of different 

signal lines (more predominantly inductive in modern dense connectors), it has high 

attenuation at low frequencies. Due to the low-pass filtering of the channel, FEXT is also 

attenuated at high-frequencies. Therefore FEXT crosstalk channels are mostly band-pass, 

while NEXT channels are high-pass. 

These frequency characteristics of crosstalk channels are illustrated in Figure 2.11. 

We see that for frequencies above 4GHz, NEXT becomes stronger than the received 

signal. This increase in crosstalk energy at higher frequencies presents a big problem for 

future scaling of link data rates. 
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Figure 2.11: Crosstalk frequency response, compared to through channel. 

As we will see later in the thesis, although crosstalk will be a serious issue for future 

links, it is still not the most dominant impairment for current or even next generation 

links. Currently residual ISI is the dominant error. In this work, we focus on the circuit 

and system techniques to compensate the ISI, and accurately analyze the effects of both 

ISI and crosstalk. Techniques for crosstalk suppression, although theoretically well 

developed in digital communications [41-44] are currently prohibitively complex to 

implement. We address some approaches to crosstalk in Appendix C in the context of 

MIMO systems with transmit pre-emphasis [45]. 

In this section, we have seen the properties of different interference sources in high-

speed links. These are deterministic effects that can always be replayed by repeating the 

transmitted data patterns and are currently limiting the performance of the high-speed 

link systems. From the perspective of communication theory we can always compensate 

for these effects so in the end, noise, rather than deterministic effects like interference, 

imposes a fundamental limit on the link data rate. To investigate these fundamental limits 

and characterize the performance of high-speed links, we need to understand the link-

specific noise sources. 
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2.2 Noise Sources 

While in many communication systems components can be designed so well that thermal 

noise is the real limiting factor, in high-speed link systems, high-throughput requirements 

yield circuits that result in non-negligible system noise. This system noise is located in 

both time and voltage domains. For example, the phase noise (i.e. jitter) of the 

transmitted signal or the received sampling clock is timing noise. Examples of voltage 

domain noise include limited sampling resolution, thermal device noise and supply noise. 

In a strict theoretical sense only thermal voltage noise and phase noise resulting from 

thermal voltage noise can be labeled noise. All other terms, such as supply noise or phase 

noise due to supply noise, are actually interference from a large number of signal paths 

on a chip, communicating data between the logic stages. However, given that in most 

cases, the number of these events is very, very large and often intractable, we can 

consider them as random events and call them noise. 

2.2.1  Voltage Noise 

This section describes the link-specific noise sources that originate in the voltage domain. 

It first looks at the sources of thermal noise in the system, and then describes the impact 

of supply and substrate noise. Finally, it examines the noise that is a result of the limited 

resolution of either the receiver or the equalizer coefficient settings. 

2.2.1.1 Thermal Noise 

Thermal noise has traditionally been neglected in high-speed links, since it was assumed 

that the thermal noise of a resistor and transistor device is very small when compared to 

the signal magnitude. However, with increased link signaling rates these noise sources 

are slowly emerging as potentially important because as the bandwidth of the signal 

increases, it collects more noise power. 

The root causes of thermal noise in links are 50 Ohm terminations at the receiver. 

The device noise of receiver circuits also adds several dB of noise figure to the 

termination noise level. Since this additional device noise strongly depends on the type of 

the receiver, we just look at the device noise of the input differential pair, common to 
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many types of link receivers. An example analysis of the main noise components, 

including the noise in the receiver termination and receiver pre-amplifier, is shown in 

Table 2.1 illustrating the ballpark values of thermal voltage noise for a typical link. 

Table 2.1 Random voltage noise, termination and receiver pre-amplifier [46] 

Noise source σ [mV] PSD  
[dBV]3

BW=5 GHz, Idc=2.5 mA, 
γ=2.5, Rload=100 Ω 

Rterm=50 Ω 0.035 -90 2

term

2

2R
BWT4k

⎟
⎠
⎞

⎜
⎝
⎛⋅

⋅⋅
= termRσ  

Thermal drain 0.078 -82 load

 
0

2 RBWT4k ⋅⋅⋅⋅⋅= dgγσ  
Shot noise 0.2 -74 2

load
2 RBWI2 ⋅⋅⋅= dcqσ

Gate noise 0.2 -74 
0

2

5
BW2T4k

dg
⋅⋅⋅

=
γσ  

 

For example, the total input referred random noise for a receiver with 5 GHz noise 

bandwidth has an rms value of roughly 0.3 mV, which is roughly 40 dB down from the 

equalized signal level at the receiver. 

Although the input bandwidth of the link is limited by the on-chip parasitics (due to 

transmit and receive circuits and electro-static discharge protection circuits), we assume 

that this bandwidth will always scale approximately with the signaling rate. In that 

scenario thermal noise spectral density of the resistive termination is around (1 nV)2/Hz, 

which is ~70 dB down from the peak output energy of a typical link transmitter at 

10 GHz Nyquist frequency, with transmitter output voltage swing constrained to 

±500 mV. This very high transmit signal-to-noise ratio (SNR) indicates that in order to 

truly estimate the performance of the link we need to consider other noise sources as 

well. 

2.2.1.2 Supply and Substrate Noise 

While the supply and substrate noise do not directly impact the performance of the link, 

they do so indirectly by inducing jitter in transmit and receive timing generation loops 

[47], and by modulating the input-referred receiver offset [48]. Many theoretical and 

experimental studies of substrate and supply noise were conducted [49, 50], but they are 

                                                 
3 The PSDs are multiplied by the Nyquist frequency, to obtain the noise power at each frequency, hence 
the unit [dBV] instead of customary [dB V2/Hz]. 
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both application specific and lack the full statistical and spectral description of the noise. 

Alon in [51] first presented the circuits and techniques that enable measurements of full 

statistical and spectral properties of the supply noise, on an example of a high-speed link. 

This supply voltage distribution as a function of time is shown in Figure 2.12. We can 

recognize the periodic deterministic effect of the on-chip clocks, but there is also a 

random component of the supply noise. 

 

Figure 2.12: Supply noise distribution measured at the PLL supply [51] 

As we will see later in this section, in order to estimate the impact of supply noise on 

timing jitter, we really need to look at the noise spectrum. Although results in [51] 

indicate that supply noise is cyclo-stationary and therefore cannot have a uniquely 

defined power spectral density [52,53], we can assume to the first order that the cyclo-

stationarity is lost when the supply noise is transferred to timing jitter4.  

If we disregard the timing reference in obtaining the power spectral density of noise, 

we stationarize it [54]. In Figure 2.13 we can see the power spectral density of the 

stationarized supply noise. The spikes at 200 MHz, 400 MHz and other frequencies 

                                                 
4 If a noisy cyclo-stationary process is filtered with a band-limited filter, the noise at the output is 
stationarized to first order [ ], i.e. its spectrum becomes time-invariant. 54
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represent the random switching events due to the the flow of random data through the 

latches and flip-flops, modulated by different clocks in on-chip clock domains. 
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Figure 2.13: Power spectral density of PLL supply noise, including the average noise 
from on-chip clocks [51] 

Except for these spikes, the spectrum of the random supply noise, from random 

switching of data in the logic stages within the clock cycle, between the flip-flops, is 

fairly white and stretches to very high frequencies, 10 GHz in Figure 2.13. This is 

because the switching events between the gates are separated by gate delays of around 

50 ps in 0.13 µm technology, which indicates that noise events up to roughly 20 GHz are 

possible. 

We will see later in this chapter how the supply noise impacts the timing noise in 

links. In addition to that, it also impacts our ability to efficiently cancel the built-in 

receiver offsets, as we will see in the next section. 

2.2.1.3 Receiver Resolution 

Sampling resolution is the minimum voltage level that can be distinguished by the 

receiver comparator in the absence of other noise sources. It is determined by several 

factors including receiver static offset, input-referred supply noise and the input voltage 
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(overdrive) required for the comparator to obtain the decision within a certain period of 

time5. Static offset occurs due to transistor mismatch from statistical process variations 

[56]. While it has a statistical nature, the values are fixed once the chips are fabricated. 

These offsets can be corrected to the first order, but this same mismatch limits the ability 

of the receiver to reject on-chip supply noise [48]. The value of these noise sources 

depends on the design of the receiver. In most high-speed links the input is fed into a 

regenerative stage with little pre-amplifier gain. For these systems, the uncorrected 

offsets can be ±60 mV and the residual error is non-negligible. We will use ±10 mV as 

the required sampling resolution based on the experimental data in [57,58]. This value 

represents the residual error plus the required overdrive. 

2.2.1.4 Estimation Errors/Quantization 

 (ADCs) and digital-to-analog converters 

see in Chapter 4 when we talk about link performance analysis, including 

all t

2.2.2  Timing Noise 

onally been considered separately from voltage noise. In this 

                                                

Many links use analog-to-digital converters

(DACs) to help reduce the ISI of the channel. For these designs quantization errors in the 

transmitter and receiver (DAC and ADC step size) add noise to the system. These errors 

are uniformly distributed with σ determined by the size of the quantization steps. In our 

analysis we will use 10 mV steps and 10% estimation errors, which have an rms value of 

of a few mV6.  

As we will 

he voltage noise sources that we described is relatively straightforward as long as we 

take into account their statistics accurately. 

Timing noise has traditi

section we first show how our new link model maps the timing noise into effective 

voltage noise at the receiver input, and then we discuss the origins of this timing noise. 

 
5 Since comparators are regenerative elements [55], their gain depends on the time we wait for the result. 
So for very small input signals we need to wait for a longer time to get an output signal that is large enough 
to be considered “digital”. When the input signal is so small that the comparator takes nearly infinite time 
to resolve we say that the comparator is metastable [ ]. 59
6 Detailed derivation of the propagation of the estimation error and quantization noise through the system 
and to the input of the receive slicer is presented in . Appendix A
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2.2.2.1 Mapping to Voltage Noise 

The motivation for mapping the timing noise to effective voltage noise can best be 

igure 2.14. We would ideally like to position the understood in an example shown in F

receiver sampler at the time instant with the biggest voltage margin, i.e. a point with the 

biggest eye opening, as indicated by the green line.  

Ideal 
sam

Jittered 
sampling pling 

Voltage noise
Voltage noise when 
receiver clock is off

 

Figure 2.14: Received eye diagram with effective voltage noise due to receiver sampling 
jitter 

slightly off as indicated by the red line, and we see that at that point we have a larger 

volt

igure 2.14, receiver jitter 

mod

In reality, however, since there is timing noise in the system, the sampling may be 

age uncertainty than at the ideal sampling point. How much noise is added depends 

on the properties of the channel, the magnitude of the timing jitter and also the data 

pattern. If we can somehow characterize this effect, we will be able to map the timing 

noise to effective voltage noise and aggregate all noise sources into one domain. This 

combination would enable a compact link performance model. 

The goal is to map the effect of both transmitter and receiver jitter to voltage noise at 

the receive slicer (i.e. comparator) input. As we have seen in F

ulates the sampling position of the slicer, while the transmitter jitter modulates the 

position of both the beginning and the end of the transmitted symbol. We start the 

mapping procedure by first looking at the effect of transmitter jitter. 

Figure 2.15 shows a decomposition of a noisy symbol into a noiseless symbol (a) 
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and two noise pulses7 caused by the jitter (b). Independence of the jitter process, ε, from 

the data stream, b, implies the independence of signals (a) and (b) in Figure 2.15. Since 

the two noise pulses are much narrower than the impulse response of the channel filter 

and the reference symbol pulse, we can approximate them with delta functions as we did 

in [37]. When such noisy symbols pass through the channel filter, our approximation by 

delta functions is effectively equivalent to a zero-order approximation of the convolution 

integral. 

kb
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TX
kε

Tk )1( +

TX
k 1+ε

kT

TX
kε

Tk )1( +

TX
k 1+ε

+

kb−

kb

kb

(a)

(b) ≈
TX
kkb ε−

TX
kkb 1+ε

 

Figure 2.15: Jittered pulse decomposition. A symbol transmitted with jitter is converted 
to a symbol with no jitter (a), plus a noise term where the widths of the noise symbols (b) 
are equal to εk

TX and εk+1
TX. 

We can see from this model that high frequency transmitter jitter modulates the 

energy of the transmitted symbol, since jitter pulses in Figure 2.15 are then uncorrelated. 

This is very undesirable because when uncorrelated, their powers add as they propagate 

through the channel, increasing the effective jitter-induced voltage noise. 

Low frequency transmitter jitter is less detrimental because it shifts larger portions of 

data pattern without changing much the energy of the individual symbols. This is because 

the jitter pulses in Figure 2.15 are then correlated and we get partial cancellation when 

they are mapped to voltage noise. Similar to low frequency transmitter jitter, receiver 

jitter is equivalent to the shift of the whole transmit sequence, since time references are 

relative, as shown in Figure 2.16. 

Using the model in Figure 2.15 we will formally derive the autocorrelations of the 

effective voltage noise from both transmitter and receiver jitter, but let us first look at the 

                                                 
7 In real high-speed link system implementations, basis functions are usually in the form of a square pulse 
as considered here, but the arguments are valid for any arbitrary pulse shape. 
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results of the model. 

 

εk
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≡
εk

Rxεk
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εk
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Figure 2.16: Equivalence of receiver jitter and shift of the whole transmit sequence 

In Figure 2.17 we can see that the power spectral density of the voltage noise 

induced by transmitter jitter is larger in case where the transmitter jitter is white than in 

case where it is correlated. In our example, we use the correlated jitter produced by a PLL 

with a supply noise bandwidth of 100 MHz.  
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Figure 2.17: Power spectral density (PSD) of voltage noise at sample time, due to 
transmitter and receiver jitter 

Assuming both transmit and receive jitter are white and Gaussian with 1.4 ps rms at 

6.25 Gsymbol/s, they induce effective noise voltages at the slicer input of 3 mV and 

1.6 mV rms, respectively8. In the case of correlated receiver jitter, the power spectral 

density of the effective noise from receiver jitter changes slightly from white to 

correlated, but the total power does not change. An important observation for the 

correlated case is that the power spectral densities of voltage noise induced by the 

 
8 Transmitter output swing is ±500 mV, with the channel as in . Figure 2.11
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transmitter and receiver jitter are almost identical. This supports the intuitive explanation 

that the receiver jitter and relatively low frequency transmitter jitter induce similar 

effective voltage noise. 

More formally, we can define the transfer function from jitter to input referred noise. 

With the assumptions stated in Figure 2.15, we create the system model, shown in Figure 

2.18, where noiseless symbols pass through the standard channel pulse response block 

p(nT), while the noise pulses pass through the impulse response block offset by half the 

symbol time h(nT+T/2). As we saw earlier, this model can be used to estimate the effect 

of receiver jitter by shifting the entire transmit sequence by the amount of receive jitter. 

This corresponds to making ε the same for all k for each sequence. 
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Figure 2.18: System model with transmitter and receiver jitter. Since the noise pulses 
caused by transmitter jitter are narrow, they are represented by impulses located at the 
edges of the symbol (half a symbol from the symbol sample point), and after passing 
through the channel act as independent additive noise to the input data. 

The resulting expressions for samples at kT, Equation (2.4), corrupted by ISI, 

Equation (2.5), and voltage noise due to transmit and receive jitter, Equations (2.6) and 

(2.7) are: 

 
jitRX

k
jitTX
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where εk
TX and εk

RX are samples of the transmit and receive jitter, bk the value of the 

transmitted symbol, with sbS and sbE as start and end indices of the impulse response 

sequence, and pn=p(nT) and hn=h(nT+T/2) samples of pulse and impulse responses of the 

channel, at nT and nT+T/2, respectively. 

Now we can derive the autocorrelation functions of the transmit, Equation (2.6), and 

the receive, Equation (2.7), jitter-induced voltage noise, following the procedure that we 

used earlier in [60].  

To help compensate the ISI, the transmitted signal bk is often a filtered version of the 

true input ak. In case of linear transmit precoding, bk=wTak, where w is the precoding 

vector and ak is the transmit alphabet vector, the autocorrelation functions of the voltage 

noise from transmit and receive jitter can be shown to be of the form9: 
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(2.8) 

 

where A(k) is the transmit alphabet matrix, and preW and postW are the number of taps 

before and after the main equalizer tap. 

From Equation (2.8), the autocorrelation can be compactly written as: 

                                                 
9 Note that in this form, the variance of voltage noise due to transmit and receiver jitter (Rx

jitTX,RX(0) sample 
of the autocorrelation in (2)) is actually a square of the l2 norm in w since the inner matrix is positive 
semi-definite. This convex form will be used later in Chapter 3. 
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(2.10) 

 
where Ea is the average energy of the transmit alphabet, a,  and 

 are m

)()( TX
mk

TX
kEmR TX += εε

ε

)()( RX
mk

RX
kEmR RX += εε

ε
th samples of the autocorrelation functions of transmit and 

receive jitter, respectively, and In is the identity matrix shifted right by n places. In this 

derivation, we assume that both jitter and discrete data processes are stationary and that 

descrete data sequence is uncoded (i.e. uncorrelated). 

2.2.2.2 Origin of Timing Noise – PLL 

As we saw earlier in the analysis of jitter propagation through the channel, the magnitude 

of jitter-induced voltage noise strongly depends on the jitter spectrum. In order to 

understand what the jitter spectrum looks like, we need to look at the source of timing 

generation on a chip, which is usually a PLL. A typical second-order PLL is shown in 

Figure 2.19, together with dominant noise sources. The heart of the PLL is a voltage 

controlled oscillator (VCO), which generates the clock that is distributed to the output of 

the PLL via the clock buffer and then fed-back through an optional divide circuit to be 

compared with the reference clock. The phase detector generates the error signal which is 

then filtered by the loop filter to create the control voltage for the VCO and steer its 

phase to align it with the reference clock.  

The effect of noise on the PLLs has been extensively studied [47, 61, 62]. While 

Hajimiri in [61] and Demir in [62] mostly focused on the performance of the voltage 

controlled oscillators and cyclo-stationary aspects of phase noise, caused by device noise, 

Mansuri in [47] has recently illustrated the impact of the most significant noise sources in 
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high-speed link PLLs, namely supply noise and reference clock phase noise. Since this 

noise is critical in most loops we repeat some of this analysis next. 
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Figure 2.19: The most significant noise sources for a high-speed link PLL: Input clock 
jitter, VCO supply noise and clock buffer supply noise. Each is transformed through the 
loop to have a different spectral response. 

Approximating a PLL as a linear second order system, we can obtain the noise 

transfer function from the power supply of the VCO and the clock buffer to the output of 

the PLL as well as the transfer function from the reference clock input to the output of the 

PLL. Figure 2.20a shows the transfer functions of the noise. 

We see that VCO supply noise is band-pass filtered to the output, while clock buffer 

supply noise is high-pass filtered10, and reference clock noise is low-pass filtered. To find 

the magnitude of the jitter, we need both the power spectrum of the supply noise, and the 

sensitivity of both the VCO and the clock buffers to their supply noise. Even if we 

assume the supply noise is white, the PLL jitter cannot be assumed white, and hence 

autocorrelation of the jitter samples has to be taken into account in the noise analysis. In 

addition, since the supply noise is bounded, the approximation of the jitter distribution 

should be bounded as well. 

Now that we have the noise transfer functions we can use the measured power 

supply spectral density shown in Figure 2.13 to obtain the phase noise spectrum at the 

output of the PLL, similar to the procedure that we used in Figure 2.20b to plot the phase 

noise assuming the power supply filtered to 100 MHz of bandwidth. From the jitter 
                                                 
10 Actually, the clock buffer supply noise transfer function is also band-pass but with much higher 
bandwidth determined by the total delay of the clock buffer. The gain is determined by the number of 
buffer stages, i.e. samples of the supply noise that add to the jitter at the output of the buffer chain. 
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spectrum, we can then compute the jitter autocorrelation functions used in Equations 

(2.9) and (2.10). 
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(a)      (b) 

Figure 2.20: a) Noise transfer functions from different supplies to the output of the PLL, 
b) Power spectral densities of PLL phase noise components assuming the supply noise is 
uniformly distributed with 20 mV p-p and filtered by the on-chip supply network with 
bandwidth of 100 MHz. For our example design [39] the VCO sensitivity is 0.15 ps/mV, 
and the buffer sensitivity is 0.75 ps/mV. 

Unfortunately, the PLL is not the only source of timing noise in the system. In many 

applications, to avoid excessive wire, package and connector pin density, we do not 

explicitly send the timing reference signal to the receiver on a separate wire for every 

link11. In the case of high-speed serial links we usually extract the timing information 

from the incoming data stream, since the separate timing reference wire per link 

represents 100% overhead in terms of the aggregate cross-sectional bandwidth. In 

addition to this we still need to have some circuits that compensate for phase difference 

between the data and time-reference wires due to wire length mismatch. For these 

reasons, high-speed links usually have a CDR loop which incorporates a PLL and some 

extra circuits to synchronize the receiver with the incoming data stream, by extracting the 

time reference from the data stream. As we will see in the next section, these extra 

circuits add some timing uncertainty to the jitter which exists at the output of the PLL, 

increasing the total amount of timing noise in the system. 

                                                 
11 This is called source-synchronous clocking and is used mostly in parallel links like memory or system 
busses since then the relative wiring overhead is small compared to the width of the buss, and it simplifies 
receiver design, as in the Rambus memory interface. 
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2.2.2.3 CDR Analysis 

There are many ways to synchronize the receiver with the incoming data stream [63]. 

One of the most common techniques to do this is to oversample the incoming symbol by 

a factor of two [64], as shown in Figure 2.21. One comparator samples at the center of the 

symbol, denoted by dn and dn-1, and one at the symbol transitions (en). Since transitions 

have the highest voltage gradient vs. time, the timing error information derived from 

transition samples will have the highest quality. By using the data samples to detect the 

transitions and using the edge samples to detect the timing error the receiver can always 

detect if it is early or late and choose the correct phase to align itself with the incoming 

data. 

dn-1

dn

en (late)

dn-1

dn

en (late)

 

Figure 2.21: Timing detection by 2x oversampling 

One of the most popular CDR techniques involves the use of identical samplers for 

data slicing and phase detection, in order to cancel the sampler's setup time. In this thesis, 

we will use that approach for phase detection together with a simple first-order loop 

shown in Figure 2.22. 

In this circuit, the phase mixer creates a number of finely spaced phases from the 

PLL and the control loop selects the phases for edge and data clocks, keeping them in 

quadrature and aligned with the incoming data stream. Using a comparator identical to 

the data slicer as a phase detector simplifies the implementation of the loop, since the 

setup time of the data comparator is compensated for automatically and the rest of the 

loop control is digital. This binary type of phase detector results in a bang-bang control 
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loop, which is non-linear and in general very hard to analyze. 
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Figure 2.22: Receiver with first-order CDR loop 

In the literature, there have been two separate methodologies to characterize this type 

of CDR system. The communications camp uses Markov chain analysis of the loop 

[65-67], while IC designers usually linearize the loop and treat it as linear control system 

[23,68]. Both approaches have their limitations. 

As illustrated in Figure 2.23, possible phase positions of the recovered clock are 

shown as states in a Markov chain. The transitions between the states are governed by the 

hold, up and down decisions to hold, advance or retard the current phase φi. In an 

environment with noise and ISI these transitions have some probabilities phold,i, pup,i and 

pdn,i associated with them for every phase state. 

iφ1−iφ 1+iφ0φ Lφ

iholdp ,

iupp ,

idnp ,

 

Figure 2.23: First-order Markov chain phase-state model. Each state represents a different 
phase position, and the arcs are the probability of transition, given that position. 
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The probabilities are generated by filtering (using a moving-window, random-walk 

filter [69], or an accumulate-reset filter [66]) the phase update information, i.e. early or 

late decisions. This filtering increases the probability of making the right decision, as 

shown in Figure 2.24, where for binary transmission, early and late decisions are filtered 

with the accumulate and reset majority voting filter that votes one up/dn/hold on every 

block of four early/late decisions. The probabilities of early/late decisions are found from 

the statistics of the input data and noise. 
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Figure 2.24: The raw input probabilities (p-early, p-late, p-no-valid transition) are 
converted by a filter to state transition probabilities (p-up, p-dn, p-hold) for each possible 
phase location. Note that in a random non-return-to-zero binary data stream, 50% of all 
data does not contain a transition to lock to. 

Once we know the transition probabilities for each of the phase states, as in Figure 

2.24, we can form the Markov chain transition matrix T and compute the steady-state 

phase probabilities by looking either at the eigenvalues of the transition matrix or solving 

for transitions iteratively 

 
φφ

nn
pTp ⋅=

+1  
(2.11) 

 

where pΦ is the phase probability distribution vector. 
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The resulting steady-state phase probability distribution is shown in Figure 2.25. In 

this example, the CDR loop can choose between 256 available phases per each received 

symbol. The maximum of the phase probability distribution indicates the nominal “lock” 

point of the CDR loop. Due to noise and interference, the CDR loop deviates from the 

lock position with a probability that is represented as the steady-state phase probability in 

Figure 2.25. This is really just the histogram of the jitter added by the CDR loop. 
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Figure 2.25: A plot of the steady-state phase probabilities for the transition probabilities 
in Figure 2.24. 

Unfortunately, real systems can depend on more than just the previous state of the 

system, which violates the first-order Markov chain model. In channels heavily affected 

by ISI and colored noise, the first-order Markov chain can only be applied on an 

accumulate-reset filter in cases where the length of the strong correlation of the ISI or the 

noise is similar to the length of the filter. For random-walk filters, or longer correlation 

lengths, higher-order Markov chains have to be used [67].12  

To avoid this issue with Markov models, one can linearize the loop, for example 

using a first-order quantizer approximation [23, 68], in which the phase detector of a 

                                                 
12 Another issue with Markov model is it ignores the latency of the CDR feedback loop, which leads to 
dither jitter. For systems where the phase steps are small, the input jitter is larger than the dither jitter and 
the latter can be ignored. 
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second-order CDR loop can be replaced by a gain element and an additive white noise 

source with variance equal to that of the dither jitter. This enables a frequency domain 

analysis of the loop, and creates the jitter tolerance mask for the CDR loop. One problem 

with this approach is that it does not preserve the accurate statistics of the input noise 

(since it approximates the quantization noise as uniform or sometimes Gaussian [23]). 

These approximate statistics cause inaccuracies in estimation of the steady-state phase 

distributions. On the other hand, by using loop linearization, we can correctly take into 

account the loop delay [70], which is essential for low-frequency jitter tracking, because 

of the peaking in the CDR transfer function that occurs from excessive delay.  

As we will show in Chapter 4, much of the jitter is due to factors related to the bit 

stream. To analyze this jitter, we will use a Markov model and assume that strong 

correlation of noise and ISI exists only within a window covered by the CDR 

accumulate-reset loop filter. We also assume that the weak correlation of the residual ISI 

due to long latency reflections and associated colored noise can be ignored (assumed to 

be uncorrelated). This approach works well with different edge selection algorithms 

present in multi-level and other more advanced signaling techniques, since a Markov 

model is essentially a state-driven model and lends itself nicely to imposing additional 

conditions or filtering of transitions between states. 

It is also worth noting that the Markov chain framework can easily be reduced to the 

case of a baud-rate CDR [71-73], which is becoming increasingly popular on band-

limited channels due to its compatibility with symbol-spaced equalization. 

2.3 Summary 

Ultimately, the limitation to the number of bits that we can transmit across a channel is 

determined by the signal to noise and interference ratio at the receiver. The larger this 

ratio, the more distinguishable are the levels that one can transmit in each symbol, 

increasing the effective bit rate. Unfortunately at high symbol rates, the interference 

levels are often quite high. The ISI caused by dispersion (pulse widening due to band-

limited channel) and reflections (multi-path effect due to impedance discontinuities in the 

channel) can be as large as the desired signal. Crosstalk occurs at points with dense 
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wiring, like connectors and packages. While still problematic, it is much smaller than ISI, 

and can be effectively dealt with by wiring rules that prevent near-end crosstalk, which 

causes the larger voltage errors.  

While interference dominates the voltage errors in a raw system, these voltage errors 

can, in theory, be completely corrected for. Thus, this chapter also looked at fundamental 

sources of voltage noise at the receiver. This noise comes from two sources, direct 

voltage noise, and voltage noise caused by the timing noise or jitter of the system. While 

the direct thermal noise is becoming a more important voltage source, it still is not the 

dominant noise term in this system. Instead, dominant noise sources are the residual 

voltage offsets in the input receivers and voltage noise caused by timing errors.  

The magnitude of the voltage noise caused by timing jitter makes it critical that this 

term is modeled accurately, and this chapter showed a relatively simple approach for 

accomplishing this. The model showed that high-frequency jitter causes the largest noise, 

and hence the spectrum of the jitter is critical to understand. This spectrum can be 

obtained by using a model of the PLL generating the clock, and the measured spectrum of 

the supply noise, since in these systems the jitter is generally set by supply noise.  

Before using the models developed in this chapter to estimate link performance, we 

first need to remove as much of the interfering signals as we can, given the link power 

and area constraints. The next chapter looks at this problem in more detail. 
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Chapter 3  
 
System-Level Design 

Many standard communication systems today operate close to the capacity of their 

channels [3,74-76]. All these systems currently support data rates of up to tens of Mb/s. 

These amazing advances have been enabled by the exponential growth in IC technology. 

For these data rates, we can design chips in current IC technology that are sufficiently 

fast and complex enough to host the sophisticated coding and signal processing 

algorithms needed to approach the Shannon capacity limit. 

On the other hand, high-speed link systems operate at Gb/s data rates. This puts more 

than two order of magnitude tougher throughput requirements on the chip design. In 

current technology, we simply cannot port the same sophisticated algorithms to link chips 

that operate at Gb/s data rates without incurring excessive power and complexity. For 

example, we can neither afford the high-resolution GS/s ADCs that are needed to apply 

sophisticated digital communication algorithms [3], nor implement efficiently the 

recursive soft-decoding and error-correction techniques needed to approach the capacity 

[77-80]. Instead, we need to resort to simpler digital communication techniques, i.e. 

modulation and equalization, to avoid or compensate the ISI up to very low BERs. We 

even need to modify these simple techniques in order to satisfy the link-specific 

throughput and power constraints. This requires careful system analysis and optimization. 

In this chapter, we present the topologies and algorithms which enable efficient ISI 

39 
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compensation in high-speed links, within the link-specific constraints. In order to first 

orient ourselves, we look at the capacity limits for link channels with link-specific noise 

sources. We then show some practical equalization and modulation topologies and derive 

an optimization framework [60] that includes all dominant link-specific noise sources and 

constraints. We will use this framework in the next chapter to compare the link capacity 

to the data rates achievable by the optimized practical multi-level signaling and 

equalization topologies. Finally, we also derive approximate adaptive algorithms [45,81] 

that work with this architecture. 

3.1 Limits 

It is desirable to find the Shannon capacity limit of a practical link channel with realistic, 

link-specific noise sources for two reasons. First, the limit determines the effective usable 

bandwidth of the channel (hence specifying the circuit speed requirements), and second, 

it gives the maximum possible data rate. These two parameters are critical in determining 

the longevity of copper wires as an electrical signaling medium. 
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Figure 3.1: Baseline channels; a legacy channel with via stub discontinuities and FR4 
dielectric, and a newer microwave-engineered channel with no stubs and NELCO6000 
dielectric. 
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We base our analysis on two channels, shown in Figure 3.1, which represent the two 

opposite ends of the whole range of channels over which today’s links are required to 

operate. 

The channel shown in blue in Figure 3.1 represents a class of older, legacy channels 

with impedance discontinuities from via stubs and connectors, causing notches in the 

frequency domain, and an older dielectric, FR4, causing a higher loss slope. The newer 

channel, shown in red, is microwave-engineered to minimize impedance discontinuities 

from via stubs and connectors, and thus has a much smoother roll-off. It also has a 

NELCO6000 dielectric with a smaller loss slope. 

3.1.1  Capacity Analysis 

In the previous chapter, we described the properties of the link-specific noise sources, 

and in this section we try to estimate their impact on the capacity of the link. To make the 

analysis more accurate, we also impose a peak transmit power constraint, present in high-

speed links due to limitations in the transmitter driver circuits. 

In estimating the capacity of the link, we start from the well-known waterfilling 

solution defined for thermal Gaussian noise [82]. To make the analysis more applicable 

to links we add to the thermal noise term the effective voltage noise from phase noise13. 

This phase noise term is proportional to the signal energy, and is derived in detail in 

Appendix B14.  

Assuming the source signal distribution as Gaussian, for a fixed peak-to-average 

ratio (PAR), capacity achieved by this modified waterfilling with Γ=1 (gap15, defined in 

[83]) is a concave optimization problem16: 

                                                 
13 While this is exact for thermal noise, which is Gaussian, it is not exact for phase (carrier) noise since the 
capacity is achieved in that case when the sum of the signal and voltage noise due to phase noise is 
Gaussian. However, given that phase noise variance is usually much smaller than one, the Gaussian 
distribution of the signal overwhelms the distribution of voltage noise due to phase noise and the resulting 
sum is mostly Gaussian. 
14 Although we derived the expressions for sampling jitter in a baseband link in Chapter 2, in capacity 
analysis we need to use the effective voltage noise from phase noise of the carrier tone, since capacity 
cannot be achieved with baseband, but rather with coded multi-tone techniques. 
15 This “gap approximation” represents the gap to capacity of a certain coding and modulation scheme with 
a given probability of error – for example, the gap for uncoded PAM modulation at BER=10-7 is 9.5 dB and 
BER=10-15 is around 13.3 dB. 
16 This can be easily shown by examining the convexity in t on any energy line En=Eon+tEsn [84]. 
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(3.1) 

 

where σ2
thermal is the thermal noise spectral density, σ2

θn is the sum of transmitter and 

receiver variances of phase noise of tone n, similar to Equation (B.2), and N is the total 

number of tones. 

The capacity curves with thermal noise are shown in Figure 3.2 for the two baseline 

channels. Due to the peak power constraint and very low BER requirements, we are 

interested in plotting capacity curves vs. clipping probability of the transmitted signal, 

determined by the PAR. The clipping probability is another representation of average 

signal energy, as the average signal energy is mapped to clipping probability through the 

peak-power constraint. 

 

 
(a)      (b) 

Figure 3.2: Capacity curves vs. clipping probability, for best (a) and worst channels (b), 
with thermal noise, phase noise from LC and ring oscillator based PLL. 
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As we increase the average energy of the signal, the clipping probability increases, 

assuming that signal has Gaussian distribution and fixed peak power constraint at the 

transmitter. Given that we can always use the codes to reduce the effect of PAR [85] we 

plot the capacity for a wide range of average signal energies resulting in different 

clipping probabilities without explicitly using techniques that reduce the PAR. 

The capacity of these channels with thermal noise only is very high, between 70 and 

120 Gb/s. The capacity degrades only slightly, by up to 5%, when we add the phase noise 

of state-of-the-art frequency synthesizers based on the LC oscillators [86] with a standard 

deviation of phase of around 0.5°. However, if we want a greater frequency tuning range, 

we need to use frequ  phase noise 

ades the capacity 

by a

 

ference can be 

seen by looking at the signal energy. 

With increase in the signal constellation, the required energy per channel increases 

faster than the minimum distance of the integer constellation points, causing the phase 
                                                

ency synthesizers based on the ring oscillators [39]. The

of such a synthesizer originating from thermal and supply noise in carrier distribution 

buffers, results in up to 5° of phase noise standard deviation, which degr

bout 20%. In addition to this, with higher phase noise, the capacity becomes less 

dependent on the signal energy (and therefore the clipping probability), since phase noise 

introduces a signal proportional noise source, as shown in Equation (B.2). 

3.1.2  Data Rates of an Uncoded Multi-Tone System with Integer
Modulation17 

Since using soft-decoders is prohibitively expensive in high-speed links, iterative 

techniques like turbo codes or LDPC codes, which closely approach the capacity [77, 87], 

cannot be used. It is therefore of practical interest to see what data rates are achievable by 

just using uncoded integer constellations (like quadrature amplitude modulation - QAM, 

see 3.2.2 ) with waterfilling. Figure 3.3 shows integer loading curves with thermal and 

phase noise for a gap of 13.3 dB, corresponding to a BER of 10-15. By modifying the gap 

approximation and the Levin-Campello loading algorithm [88] to include the effects of 

the carrier phase noise, we note that the degradation in the data rate from phase noise is 

slightly more pronounced than that in the capacity. The reason for this dif

 
17 Using the Gap approximation and greedy loading. 
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noise (which is proportional to energy), to become a more limiting factor than in the

of the capacity, w

 case 

here both the signal and the noise are proportional to the energy and 

 

e noise. 

that even for very low BER requirements, and 

rates are very high - much higher than the 3.125

currently deployed in routers. 

Besides the maximum achievable 

bandwidth of the channel. As we said ear

implementation purposes since the maximu ents 

for the circuits and is very important in these wideband applications. We can find the 

usable channel bandwidth by plotting the bit loading vs. frequency, for both the capacity 

achieving case and u

Example bit loading vs. frequency for thermal noise only in both channels is shown 

PAM/QAM constellations. The loading algorithms effectively use the channel up to the 

scale evenly. 

-25 -20 -15 -10 -5 0
0

10

20

30

40

50

60

70

80

90

D
at

a 
ra

te
 [G

b/
s] b) FR4

thermal noise

thermal noise and LC PLL 
phase noise              

thermal noise and ring PLL phase noise

log10(Clipping probability)
-25 -20 -15 -10 -5 0
0

10

20

30

40

50

60

70

80

90

D
 r

s
at

a
at

e 
[G

b/
]

a) NELCO
thermal noise

thermal noise and LC PLL 
phase noise              

thermal noise and ring PLL phase noise

log10(Clipping probability)

(a)      (b) 

Figure 3.3: Data rate curves for integer loading with gap for BER=10-15, for best (a) and 
worst channels (b), with thermal noise, phase noise from LC and ring oscillator based 
PLL, obtained using the modified Levin-Campello loading algorithm, to account for the 
effects of phas

The capacity estimates and the data rate results in Figure 3.2 and Figure 3.3 show 

realistic noise sources, the achievable data 

 Gb/s used in the backplane links that are 

data rates, this analysis also reveals the usable 

lier, this is very important for practical 

m bandwidth sets the throughput requirem

ncoded discrete multi-tone. 

in Figure 3.4a for the capacity, and Figure 3.4b for the uncoded multi-tone with 
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Nyquist frequencies of 10-12 GHz for both baseline channels in Figure 3.4, indicating 

that the fundamental noise sources are too small to limit the data rates significantly. This 

also

ability of 10-15 in Figure 3.2 and also with BER of 10-15 in Figure 3.3). 

data rates projected in Figure 3.3 is the effici -

the-art next-generation links 

5-10 Gb/s rates over similar channels [39,89]. 

links are starting to use some of the techni

communications, such as modulation and equa

power constraints and high-thr

compensate for the ISI in the most energy

constraints, the IC circuit constraints like peak output 

propagate to the algorithm level in practica

well-known algorithms in order to build practical links. 

 represents the upper bound on the usable channel bandwidth in any type of link, as in 

a real system we can only get more noise than just thermal noise from a 50 Ω 

termination. 

 
(a)      (b) 

Figure 3.4: Example bit loading: a) Capacity achieving bit loading, b) Integer bit loading 
assuming uncoded PAM/QAM constellations (for average energy corresponding to 
clipping prob

For practical baseband systems, it turns out that the main obstacle to achieving the 

ent elimination of ISI. Currently, state-of

are still baseband and being designed to achieve up to 

To overcome the effects of the ISI, these 

ques that are well-known in standard digital 

lization [12]. However, due to the tight 

oughput, the resources in a link have to be allocated to 

-efficient manner. In addition to these 

power (driver headroom) also 

l links, creating the necessity to change the 
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3.2 Baseband

ation 

tech

ilters, called decision-feedback 

equalization (DFE) [90,91]. In standard communications, it is generally preferred to do 

n adapt to the 

chann nd any information back to the transmitter. Recent 

dial-up modems [1,2] are exceptions since they use non-linear transmit precoding 

rithms to optimize these structures. 

opologies 

 Communication Techniques for 
High-Speed Links 

In this section we first give an overview of the existing equalization and modul

niques in high-speed links and then extend these techniques to better handle 

bandlimited channels. With these new topologies, we then formulate the system 

optimization and analysis framework. This enables us to explore the design space by 

estimating the performance of different topologies in Chapter 4 with link-specific noise 

sources and hardware constraints. 

3.2.1  Equalization 

One of the simplest ways to compensate for ISI is to use a linear finite impulse response 

(FIR) filter as the equalizing filter at the receiver to compensate for the filtering effects of 

the channel and flatten the resulting response [12]. More advanced techniques involve a 

combination of linear feed-forward and feedback f

equalization at the receiver since in that case, the receive equalizer ca

el and we do not need to se

techniques like those developed by Tomlinson [92] and Harashima [93], or Laroia [94] to 

avoid the error accumulation in the feedback path of the DFE18. 

Power and speed constraints in high-speed links require different choices for 

implementation of these standard communication algorithms. We first discuss the 

specific topologies that are used and propose solutions to alleviate some of their 

problems. Then, we derive the algo

3.2.1.1 Equalization T

In high-speed links it is often easier to implement filters at the transmitter, since a fast 

DAC is easier and cheaper to build than a fast ADC. The first attempt to perform 

                                                 
18 Precoders are also used to enable combination with trellis coding and soft Viterbi decoders [1,2]. 
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equalization in high-speed links was made by Dally and Poulton [24] by implementing 

the transmit pre-emphasis with a two-tap analog FIR filter. The filter was made by 

connecting drivers of different sizes driven by the delayed versions of data and with 

inverted sign to equalize the dispersion component of the ISI, as shown in Figure 3.5. 

Tx

Causal

Anticausal taps

Data

taps

 

Figure 3.5: Analog FIR implementation of transmit pre-emphasis 

This equalizer compensates for the effect of the channel by attenuating the low 

frequencies of the signal to match the attenuation at higher frequencies and flatten the 

channel up to the Nyquist frequency. This attenuation is a result of the peak-power 

constraint of the transmitter due to the limited headroom of the circuits used in the output 

drivers. 
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Figure 3.6: Transmit pre-emphasis with peak-power constraint 

sponse, DFE uses the 

history of the received symbols to cancel the trailing ISI that is present in the channel. If 

the channel pulse response is known, we can subtract the residual signals from all the 

Rather than building a linear filter to equalize the pulse re
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symbols we have already seen, as shown in Figure 3.7, leaving only the signal from the 

symbol of interest.  
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Figure 3.7: Effect of feedback equalization 

In communications, DFE has been used heavily instead of linear filtering, to 

circumvent the problem of noise amplification, [12]. These systems implement DFE in 

two basic ways: either in the digital domain, or as a mixed-signal circuit. For the digital 

domain the input is initially digitized at a high enough resolution and rate, and the DFE is 

implemented in a digital signal processor. High-bit-rate Digital Subscriber Lines (HDSL) 

[3] and Gigabit Ethernet [95] are implemented this way. For mixed-signal 

implementation, the input quantizer only needs to resolve the input symbol. The output of 

this quantizer feeds a finite impulse response (FIR) filter that then drives a DAC whose 

output is subtracted from the input signal. This approach has been proposed for use in 

analog disk-read channels [96]. 

Both approaches however, are impractical in multi-Gb/s high-speed links. The digital 

approach requires a very fast and accurate ADC. While high-speed ADCs have been 

created [97], they would be too expensive (area/power) to use in a practical link. The 

second approach suffers from latency problems. For a 6.25 Gb/s binary link, we have 

160 ps to resolve the input, drive the DAC, and have the DAC outputs settle to the 
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required precision19. 

As shown by Kasturia [98] and Parhi [99], and more recently by Sohn [100], one tap 

of feedback equalization

 

(a)     (b) 

symbol of value of ±1. This method can be applied to two or more taps of feedback; 

however, the number of required receivers is ML, where M is the number of signal levels 

and L is the number of feedback taps, and each receiver nominally has M-1 comparators. 

Usually, only a small amount of unrolling is needed to bridge the latency gap.  

                                                

 can be achieved by using loop unrolling to avoid the bottleneck 

in the latency of the feedback loop. Since we cannot run the feedback loop fast enough, 

we unroll it once and make two decisions each cycle. One comparator decides the input 

as if the previous output was a 1, and the other comparator decides the input as if the 

previous bit was a 0. Once we know the previous bit, we select the correct comparator 

output, as shown in Figure 3.8. 

Figure 3.8: One tap DFE using loop-unrolling: a) Transmitted binary signal levels 
corrupted by ISI split to ±1±α levels at the receiver and can be recovered with two slicers 
offset by the amount of ISI ±α b) Practical implementation of the one tap DFE using 
loop-unrolling. 

Instead of just one data sampler, for binary signaling the receiver has two samplers 

that are offset by ±α, anticipating the impact of trailing ISI α from a previously sent 

 
19 In 0.13 µm technology, so far only one design has shown promise to close the loop on the first DFE tap 
[121], however authors did not disclose the power consumption which is critical in highly integrated, 
power-limited link applications such as crossbar ASICs in routers. 
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Corrections for symbols that are far enough away from the current sample do not 

have a latency problem. This makes it easier for the DFE to correct for the long latency 

interference caused by the reflections from the connectors, vias, transmit/receive parasitic 

capacitances, and other termination mismatches. To prevent the complexity of the 

resulting DFE and parasitic output capacitance from becoming a problem, we proposed 

the use of a tap-selective DFE, where only the most significant taps are used [39]. This 

next generation link architecture is shown in Figure 3.9. The feedback equalizer can be 

implemented either as a current-mode driver feeding back into the channel or by 

modulating the threshold voltage of the receiver comparator. The current-mode driver 

implementation has the additional advantage of canceling all the secondary reflections, as 

illustrated previously in Figure 2.9, by sending the cancellation waveform along with the 

primary reflection off the mismatched receiver termination, but generally requires longer 

latency.  
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Figu

forms the 

low

re 3.9: Baseband high-speed link architecture with transmit pre-emphasis filter and 
tap-selective feedback filter [39]. 

The tap selective DFE addresses the most important tradeoff involved in building a 

current-mode feedback filter20: adding more taps cancels more reflections but also 

increases the parasitic device capacitance at the 50 Ω terminated summation node, i.e. the 

input to the receiver comparator. As noted earlier, this parasitic capacitance 

-pass filter on the signal path, and it also creates frequency dependent impedance 

mismatch in the 50 Ω termination impedance, causing more reflections in the channel. 

                                                 
20 The current-mode feedback filter is very similar to the analog transmit pre-emphasis FIR filter. It is just 
fed by the data that has already been received. 
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Decision-feedback equalization is not entirely free of noise amplification or 

equivalently, signal attenuation, since leading ISI (see Figure 3.7), can only be eliminated 

using a linear filter preceding the feedback stage. In the link architecture in Figure 3.9, 

the linear transmit pre-emphasis filter can be used for that purpose. Such a linear transmit 

precoder replaces the standard receiver based feed-forward filter. 

3.2.1.2 Equalization Algorithms 

With an increase in the desired data rates, the precoder and the feedback equalizer lengths 

increase significantly, decreasing the power efficiency of the link. Additionally, the 

precoding loss21 increases, limiting the achievable data rates in the presence of noise. In 

order to estimate and optimize the performance of such architectures, we derive a convex 

optimization framework that incorporates the link-specific noise sources in convex form 

to obtain globally optimal precoder and feedback filters. Following the optimal system 

formulation, we also derive a practical adaptive algorithm that addresses the system 

topology and circuit constraints. 

Optimal Transmit Precoding Combined with Feedback Equalization - 

eceiver equalizer problem, a minimization of the mean 

square error (MSE)22 after unbiasing results in maximum signal-to-interference-and-noise 

ratio

 is 

diffi

(Quasi-Concave Formulation) 
It is well known that in the linear r

 (SINR) and minimum BER23, [91]. In a system with a linear precoder, we saw that 

the peak-power constraint at the transmitter causes the precoder to attenuate the low 

frequencies of the signal to match the biggest attenuation of the signal within the Nyquist 

band, as shown in Figure 3.6. While we do get the flat frequency response of the whole 

system at the receiver, the attenuation of the equalized received signal depends strongly 

on the loss in the channel, and it varies from channel to channel. In this situation, it

cult to formulate a unified error function at the receiver that we could use to tune 

both the transmit precoder coefficients and the receiver decision levels. 

                                                 
21 This is similar to the linear receive equalizer noise amplification problem. While the l2 norm of the linear 
equalizer amplifies noise in the receiver, the l1 norm of the transmit precoder attenuates the transmitted 
signal in the case of the peak transmit power constraint. 
22 MSE is a quadratic norm in equalizer taps, and therefore is convex in equalizer taps. 
23 BER here is defined assuming a mean distortion approximation, i.e. approximating the residual ISI as 
Gaussian noise. 
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Interestingly, we can easily formulate the correct error function if we add a variable 

gain element to the receiver [45], as shown in Figure 3.10. In this way the variable gain 

element amplifies the unknown received signal and compares it to a known target value. 

 with a linear precoder, in Figure 3.10, we can Considering now the whole system

formulate the MSE criterion 

 

( ) 222121),( σgwwgwgEgwMSE TTT
a ++−= ∆ PPP  

(3.2) 

 

where w is the precoding vector, P is the Toeplitz matrix of the channel pulse response, g 

is the scalar receiver gain, 1∆ is the system delay vector defined as [0 0 … 0 1 0 … 0]T 

where the one is in position ∆+1 and represents system delay. The average energy of the 

transmitted alphabet a is Ea, and σ is the standard deviation of the AWGN source at the 

rece  problem 

[10 structure and notation of this matrix model, see the 

iver. This form is similar to that of the finite-length linear receiver equalizer

1]. For detailed description on the 

first part of Appendix C. 

w P

power
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precoder channel
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Figure 3.10: Precoding system with transmit power constraint and scalar gain in the 
receiver. 

Due to the power constraint, the precoder is not able to compensate the loss of the 

sign

In previous work on the optimization of a linear precoder, approximately optimal 

 solution (ZFE), 

al in the channel, but rather just compensate the ISI, while the gain element in the 

receiver compensates for the amplitude loss of the received signal. Thus the gain element 

effectively causes noise amplification. 

methods are derived, without using the gain element in the MSE criterion [102]. It is also 

shown that the MSE criterion is sometimes inferior to the zero-forcing

scaled to satisfy the power constraint. We extend that work by showing that the 
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minimization of the MSE formulated using the receiver gain element, Equation (3.2), is 

equivalent to SINR maximization, and therefore minimizes the BER. 

rom Equation (3.2) we can derive the optimal gain g* as a function of the precoder 

w

F

: 
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which, when substituted back in Equation (3.2) yields 
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where SINRunbiased represents the "true" (unbiased) signal-to-interference-and-noise ratio, 

and is defined as 
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(3.5) 

where wTP1∆ represents the main tap of the received pulse response, and wTP(I-1∆1∆T)(I-

1∆1∆T) PT Tw the square of the l2 norm of the residual ISI in the precoded pulse response. 

The identity in Equation (3.4) shows that minimization of the MSE defined as in 

Equation (3.2) indeed results in maximization of the unbiased SINR. However, the 

convenient quadratic cost function is lost, and the resulting problem is to maximize the 

SINR, which is a fractional quadratic programming problem known to be non-convex 

[45, 103]. 

Since our final goal is to minimize BER, starting from Equation (3.5) directly, we 

note that the argument of the BER function is the square root of Equation (3.5), resulting 

in the ratio of wTP1∆, an affine function in w, and the l2 norm of wTP(I-1∆1∆T) and σ, 

which is convex in w. It can be shown that maximization of this ratio is a quasiconcave 
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prog

mple, bisection [84]. 

iven that our final target is to minimize the actual BER, the BER function used in 

the optimization must be a very close approximation of the actual BER. Due to th  

low BER requirements in high-speed links, it has been shown  that the Gaussian 

approximation of ISI, which leads to a BER function defined as 

ramming problem with a global optimum [103], and can be efficiently solved by, for 

exa

G

e very

( )unbiasedSINRQ  is 

e this discrepancy in 

more detail in Chapter 4, here we want to look at the physical causes in order to derive a 

better approximation.  

The main reason for this discrepancy is that in fixed length precoders/equalizers ISI 

energy is dominated by a few very big residual components of dispersion ISI, but the 

nents). Since such ISI is not identically distributed, it cannot be well 

approximated with a Gaussian distribution. To avoid this effect, we propose a mix of 

peak distortion and mean distortion criteria to achieve higher accuracy in  

approximation. It is only necessary to assume that a few big residual ISI taps are frequent 

enough to be considered as a constant shift from the mean value of the received signal, 

usually not very accurate for BERs <10-5 [104]. While we explor

total number of ISI taps is large due to reflections (which are much smaller than residual 

dispersion compo

 BER

and the rest of the taps can be then well approximated with a Gaussian distribution. The 

resulting optimization is still quasiconcave: 

 

( )
1..

)11)(11(

15.0
maximize

1

2/12

1min

≤

+−−−−

−−
=

∆∆∆∆

∆

wts
wwE

offsetwVwd

w TT
PD

T
PD

TT
a

PDpeak
T

σ
γ

PIIIIP

PIP

 

(3.6) 

 

where the l1 norm of w is limited to 1 to satisfy the peak output power constraint, and IPD 

is a diagonal matrix that selects the residual ISI components to be considered for peak 

distortion. The average energy of the transmit alphabet, Ea, and minimum distance in 

transmit alphabet constellation, dmin, assuming multi-level pulse amplitude modulation 

(PAM), are related to peak transmitter voltage Vpeak by  
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Since the variances of the voltage noise due to transmitter and ing 

jitter are convex (quadratic) functions of the precoder taps, we can also add the impact of 

the sampling jitter, from Equations (2.9) and (2.10), to the noise term σ

 receiver sampl

e is σ =w

2 in (3.6), so the 

resulting noise varianc 2 T TXS0 w+wT RXS0 w+σ thermal. The effect of the limited 

slice

 be used. This can be achieved by simply 

elim ating the columns of the channel Toeplitz matrix whose indices correspond to the 

time index of the feedback taps. Such a "punctured" Toeplitz matrix is then used in (3.6) 

to obtain the optimal transmit precoder coefficients. The feedback taps then just zero-

force the remaining response at particular tap indices.  

We use this optimization framework to evaluate the performance limits of the 

practical implementations in Chapter 4. However, implementing this optimization 

We use the sign-sign LMS algorithm (a derivative of the well-known least-mean square 

(LMS) algorithm [105]) to adapt the equalizer taps since it is one of the simplest adaptive 

algorithms. It creates updates for the tap coefficients (w

2

r resolution is added to (3.6) as the term offset. In this way, we managed to include 

all of the described link-specific noise sources into the optimization framework in (3.6). 

The quasiconcave formulation of the optimization problem in (3.6) guarantees a globally 

optimal solution for the linear precoder, i.e. the one that achieves the minimum BER. 

This framework can easily incorporate DFE in addition to transmit precoding. The 

optimal setting for the feedback taps nullifies (zero-forces) the corresponding causal ISI 

in the precoded received signal. Thus, prior to determining the precoder coefficients, we 

only need to pre-process the channel Toeplitz matrix in such a way as to put "don't care" 

values on those residual ISI samples of the signal with precoding, whose indices 

correspond to the feedback taps that are to

in

framework in hardware is expensive due to the complexity of the computing engine 

required for the optimization algorithm. This section describes an adaptive solution, 

which obeys the circuit and system constraints, but requires minimal hardware support. 

Adaptive Formulation 

) based only on the sign of the 

data and the measured error 
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mor

 the variable gain element in the 

rece
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where n is the time instant, k is the tap index, dn is the received data and en is the error of 

the received signal with respect to the desired data level, dLev. 

Although variants of the LMS algorithm are used for adaptation of the equalization 

filters at the receiver, it is possible to reformulate the algorithm using filtered-X LMS 

[106] and arrive to adaptive loop formulations for the transmit pre-emphasis filter, which 

when simplified result in Equation (3.8) for the sign-sign variant of the algorithm. For 

e details about the loop reformulation see Appendix C. 

As mentioned earlier in the optimization framework, one issue in using transmit pre-

emphasis based equalization is that the ideal reference level dLev from which the error 

signal is created is unknown a priori. This problem arises because the peak output swing 

constraint in the transmitter forces the equalizer to attenuate the low-frequency 

components of the signal to match the loss of the signal at high frequencies, as in Figure 

3.6. Thus, the amount of voltage swing available at the receiver depends on the frequency 

characteristics of the channel. 

In our earlier work on adaptive algorithms for time-domain multiplexed high-speed 

link [45], described in detail in Appendix C, we used

iver to amplify the unknown received signal to the known target value. We use this 

same concept to derive the error functions for the system optimization framework in the 

previous section. This approach would result in the variable gain loop with updates 

 

)sign(edsign∆gg )(+=  
(3.9)

nngnn

 

However, a more practical and power efficient approach for high-speed links is to 

adaptively adjust the reference level of the data slicer, rather than amplifying the signal. 

Thus we create a second loop which adjusts dLev to track the signal level using the 

following updates 

(3.10))sign(e∆dLevdLev ndLevnn −=+1  
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At each iteration, the reference level loop in Equation (3.10) adjusts the reference 

level and provides the error signal en for both the reference level loop and equalizer tap 

loops Equation (3.8). The peak-to-peak error and dLev setting are shown in Figure 3.11, 

for the initial through the final iteration of the algorithm [81]. 

dLevinit
dLevmid

… …

dLevend

Initial eye Mid-way equalized Equalized

… …

dLevinit
dLevmid dLevend

dLevinit
dLevmid

… …

dLevend

Initial eye Mid-way equalized Equalized
 

Figu

utput 

peak constraint, and avoid the trivial stability point of both loops (at zero tap magnitudes 

and signal level), the proposed values of the equalization taps after every iteration in 

Equation (3.8) need to be rescaled such that the sum of their magnitudes always equals 

the m 24

rements, rather than using its own update 

information. In Appendix D we derive these normalization algorithms in detail and 

discuss the implementation cost. Recently, similar adaptive algorithms have been 

proposed by Stonick et al for transmit pre-emphasis [107] and Jaussi et al [108] for 

                              

re 3.11: Scaling of the dLev reference loop Equation ((3.10)) in a dual-loop 
interaction with the equalizer loop, Equation (3.8). As the signal gets more equalized, 
scaling in the transmitter decreases the value of the received signal, and the reference 
loop adjusts dLev accordingly. 

In order to obtain the highest signal levels at the receiver, maintain transmit o

aximum allowed by the peak swing constraint . 

One simple, implementation-driven approximation of this rescaling modifies the 

update algorithm such that the update on the main tap is computed from the updates of 

the other taps and the peak constraint requi

                   
24 Note that this rescaling does not alter the optimality of the final solution in terms of the zero-forcing, 
since due to Karuch-Kuhn-Tucker optimality conditions [84] the optimal equalizer solution in this case has 
to satisfy the peak-power constraint with equality. 

 



CHAPTER 3. SYSTEM-LEVEL DESIGN 58 

receive equalization. We will discuss the implementation differences between these 

approaches and our approach in more detail in Chapter 5. 

3.2.2 Modulation (Multi-Level Signaling) 

Before we start evaluating the performance of different link architectures we need to 

introduce the concept of modulation techniques that are used in high-speed links. 

Multi-level modulations, pulse-amplitude modulation (PAM) or quadrature-

amplitude modulation (QAM), have been used very effectively for communication over 

band-limited channels. For example, dial-up modems [1,2] and HDSL [3] use QAM for 

communication over band-limited telephone channels, improving the bit rate by 

transmitting more bits/s/Hz rather than increasing the signaling rate and hence the 

required bandwidth. Similarly, Gigabit Ethernet [95] uses PAM with five signal levels 

(PAM5) for communication over copper twisted pairs in a local area network (LAN). 

Example signal constellations for PAM and QAM are illustrated in Figure 3.12. 

Re

PAM QAM
 

Figure 3.12: Example constellations for PAM4 and QAM16 

Recently, high-speed link designs [27,28,39,107,109] have started using PAM4 

instead of binary (PAM2) signaling in an attempt to make better use of the high signal-to-

noise ratio in the available bandwidth of the dominan

Re

Im

tly low-pass high-speed link 

channel. An example comparing the two modulations is shown in Figure 3.13. If we use 

only PAM2, the only way to increase the data r e is to increase the signaling rate. On a at
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predominantly low-pass channel, such as the one in high-speed links, this means that we 

instead of two, to carry

are forced to signal beyond the bandwidth of the channel, and as we saw in Chapter 2, 

this increases the ISI. If, on the other hand, we halve the signaling rate and use four levels 

 two bits per symbol, we end up with less ISI because the signal 

fits more nicely into the available bandwidth of the channel. For example, rather than 

signaling at 5 GHz to achieve 10 Gb/s with PAM2 signaling, we can use PAM4 and 

decrease the Nyquist frequency to 2.5 GHz while achieving the same bit rate. 

 
(a)      (b) 

Figure 3.13: Received signal eye diagrams for 6.25 Gb/s data rate with (a) PAM2 and (b) 
PAM4 modulations (both diagrams have identical time and voltage axis grids). 

When the modulation is used jointly with equalization, the total receiver signal 

magnitude depends on the highest channel attenuation in the Nyquist band. Since the 

the modulation with higher 

Nyq

links channels are predominantly low-pass, this means that 

uist frequency (for example PAM2 over PAM4, for same bit rate) will incur more 

loss. On the other hand, due to the peak-power constraint, the multi-level PAM has to fit 

all the signal levels within the same headroom thereby decreasing the distance between 

the signal levels and therefore the received eye opening. 

This tradeoff is clearly illustrated in Figure 3.14. The channel with smaller loss 

slope, shown in blue, has around 15 dB attenuation at 3.125 GHz Nyquist frequency for 

PAM2, and around 5 dB of attenuation at 1.5625 GHz Nyquist frequency for PAM4. Due 

to the headroom limitation in the transmitter, PAM4 has inherent loss of 3x or 10 dB with 
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respect to PAM2, since we need to fit three eyes into the headroom constraint in PAM4 

case compared to only one eye in case of PAM2. Given that the channel loss between the 

two Nyquist frequencies is around 10 dB, this cancels out the initial disadvantage of 

PAM4 and we see on the upper right of Figure 3.14, that the equalized eye diagrams for 

PAM2 and PAM4 have roughly the same eye openings. The true benefit of PAM4 is seen 

on the other channel with significantly larger rolloff around the PAM2 Nyquist frequency 

resulting in attenuation of around 35 dB, compared to unchanged 5 dB at PAM4 Nyquist 

frequency. With the 10 dB penalty of PAM4, the equalized PAM4 is still 25 dB better 

than equalized PAM2 for this channel, as can be seen in the comparison of the PAM2 and 

PAM4 eye diagrams on the lower right of Figure 3.14. 
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Figure 3.14: Comparison of PAM2 and PAM4 on different channels [39] 

The 10 dB penalty is actually just a rule of thumb, and the trade off is a bit more 

complicated because of different distribution of ISI and jitter in PAM2 and PAM4 cases, 

as well as the impact of crosstalk. Given the decrease in the received signal relative to the 

maximum power transmitted into the channel, multi-level modulation schemes are 

generally more sensitive to residual errors from ISI and crosstalk than normal binary 

signaling. We will revisit these issues in detail in the next chapter where we estimate the 

performance of the links, based on the extensions of the noise and interference models 

from Chapter 2 and system optimization framework developed in this chapter. 

 



CHAPTER 3. SYSTEM-LEVEL DESIGN 61

3.3 Summary 

Link capacity estimates for the two baseline channels with thermal termination noise, 

phase noise and peak-power constraint, indicate that capacity of these links is between 60 

and 120 Gb/s depending on the channel. By looking at the bit loading vs. frequency, even 

with just thermal noise, we see that the useful bandwidth does not exceed 12 GHz. 

This bandwidth limit is very important. Many people today are trying to build 

40 Gb/s PAM2 transceivers, pushing the link circuits to operate at very high-speeds, and 

hoping that some day, they will be able to also integrate signal processing algorithms that 

would enable them to use these fast signaling circuits on real backplane channels. Our 

results, however, show that this is not the way we should be thinking about link design. 

We should design signaling circuits with sample rates not higher than 2-3 times the 

usable bandwidth of the channel, and instead focus on building more precise link circuits 

and decreasing the amount of system noise. As we will see later in the next chapter, this 

is also the case even with relatively simple baseband links since, when we exclude the 

residual ISI, the link-specific noise sources limit the spectral efficiency that we can get. 

With uncoded multi-tone modulation using integer PAM and QAM constellations we 

can achieve data rates between 35 and 60 Gb/s depending on the channel, which is stil

band links. The 

reason f

To enable performance evaluation of these different topologies, we developed an 

optimization framework that incorporates all link impairments and the peak-power 

constraint, resulting in globally optimal equalization setting that minimizes the BER. 

l 

much higher than the 3.125 Gb/s data rates of the currently deployed base

or this is that baseband links are limited mostly by ISI. 

Most energy-efficient link architectures for ISI compensation use analog FIR 

filtering in the transmitter combined with tap-selective analog feedback filtering in the 

receiver. Digitally controlled analog FIRs are used since they provide addition and 

multiplication operations with no extra energy than required by normal link drivers. In 

current technology, closing the feedback loop with latency smaller than link symbol time 

either requires a lot of energy, hence techniques such as loop-unrolling can enable 

efficient implementations if used in binary signaling and applied to a small number of 

taps. 

 



CHAPTER 3. SYSTEM-LEVEL DESIGN 62 

While useful for exploration of the design space and performance comparison, this 

optimization framework is too complex to implement in hardware. Therefore we also 

rithm 

and 

e 

than

traints is the topic of our 

next

developed sub-optimal zero-forcing adaptive algorithms based on the sign-sign LMS 

algorithm. 

The main modifications of the standard sign-sign LMS algorithm include adaptation 

of transmit pre-emphasis filter with peak-power constraint by using a dual-loop algo

iterative tap rescaling to satisfy the peak-power constraint. The additional loop tracks 

the level of the received signal, and extracts the error information for both itself and the 

equalizer loop. At each iteration, the updated equalizer taps need to be rescaled to obey 

the peak-power constraint and avoid non-linear clipping noise as well as the trivial 

solution of the dual-loop algorithm when all the taps are equal to zero. This algorithm 

enables an efficient implementation as discussed in detail in Chapter 5. 

In addition to the equalization techniques, we also need to use modulation in order to 

increase the spectral efficiency of the link. As we will see in the next chapter, PAM2 and 

PAM4 are the two modulation types that are robust enough to be used in current high-

speed links. A practical rule of thumb is that whenever a channel has a roll-off of mor

 10 dB per octave, there is a potential for PAM4 modulation to be better than PAM2, 

since this is the loss that PAM4 incurs at the start by fitting three eyes in the transmitter 

headroom constraint. The accurate comparison of different equalization and modulation 

techniques with link-specific noise sources and hardware cons

 chapter. 

 

 



 

 

Chapter 4  
 
Performance Analysis 

Our goal at this point is to combine the topology of the link system, the link-specific 

noise sources and different equalization algorithms to evaluate the performance of the 

system using a BER criterion. This criterion is important since high-speed links are 

required to operate at BERs that are typically lower than 10-12. While this is not an 

unusual requirement in many digital communication systems, what is unusual is that this 

is the uncoded BER specification. High-speed links have very tight power constraints and 

as we noted earlier it would be very hard to incorporate any coding scheme25 that could 

reduce the BER requirement in links by several orders of magnitude. For these power 

reasons, the equalizers and all other system components like receiver slicers, PLL and 

CDR have to work especially hard to bring the BER down to below 10-12.  

At the point where links started being limited by the channel, somewhere between 1 

and 2 Gb/s, it was hard to understand what really limits the link performance and thus 

how to improve it. Unfortunately, there were no good system models that could enable 

power/performance tradeoffs. When attempted, this analysis borrowed models from 

either computer systems or from digital communications, and as we will see, both had 

issues when applied to high-speed links. 

                                                 
25 Codes that are used in links are simple transition density/elimination codes, like IBM’s well-known  
8b10b code [127] or newer multi-level transition elimination and density codes like 4s5s [107,128] that 
target improved CDR operation and reduction in reflections and crosstalk. 

63 
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The worst case analysis used in computer systems [110,111] assumes the worst case 

correlation of all noise and interference sources and effectively targets zero BER 

operation. As such, it can be very pessimistic for high-speed links - especially if the noise 

sources are uncorrelated and the probability of the worst case interference is very low. 

On the other hand, people also tried to use digital communications analysis in the 

context of high-speed links. In this approach [12], all noise and interference sources are 

ussian distributions. This approximation works well near the 

rence distributions, i.e. for BERs that are not lower than roughly 
-4, and with very long equalizers, which is the reason why it is used in digital 

s take care of lowering the BER from 

 lower. Unfortunately, neither the high 

uncoded BER assumption nor the long equalizer tap assumption can be applied to links. 

These differences lead to a big discrepancy between the Gaussian model estimates and 

r , his approach 

was

eive jitter, and the CDR loop. In Section 2.2.2  

we illustrated an efficient solution to this problem [37, 60]. Similar approach for jitter 

mostly modeled with Ga

mean of noise and interfe

10

communications. There, the inner and outer code

10-4 uncoded, to target system BERs of 10-9 and

real BER for the low BERs that are targeted in links. 

To address these issues, we developed a new link model. We have already seen in 

Section 2.2.2 , how this new model integrates both voltage and timing noise in one 

domain and propagates different noise sources through the system from their source to 

the destination at the receiver slicer. In this chapter, we will complete the model by 

showing how to compute accurate ISI and crosstalk distributions. 

In parallel with our work on these accurate link models, several other authors have 

also looked at these issues. Ahmad in [112] attempted to compute the BER of the whole 

link accurately, by computing the joint conditional probability distributions of transmit 

and receive jitter, and ISI and crosstalk. Although mathematically cor ect

 very computationally intense since the computation of joint probability mass 

functions (PMFs) is a very hard combinatorial problem. Later both Casper [113] and 

Ahmad [104] revised Ahmad’s previous approach by first computing accurate ISI and 

crosstalk distributions and then computing BER by using this interference distribution as 

conditional for noise. Both models, however, lacked an accurate and fast method of 

including the impact of transmit and rec

analysis was also published shortly after our initial publication, by Balamu et al rugan 
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[114

 is 

the 

In th

4.1.

] and also by Hanumolu et al [115]. 

In the rest of the chapter we first integrate the interference and noise analysis into 

one system model and compute the BER of the link. Then we look at the sensitivity of the 

system performance to each of the system parameters and noise sources. This analysis

culmination of the link system modeling work in this dissertation. It identifies the 

architectures for next generation baseband links, indicating that residual ISI and circuit 

precision limit the number of modulation levels to PAM2 and PAM4 in current 

technology. The implications of this analysis are used to drive the design and 

specification of the link sub-systems and overall link architecture. It appears that these 

new link architectures are capable of achieving 5-12 Gb/s over a variety of backplane 

channels. 

4.1 System BER Modeling 

is section we first revisit the method proposed by Casper [113] and Ahmad [104] to 

compute the accurate interference distributions. Then we integrate this into our new 

system model with timing and voltage noise sources and CDR loop behavior to illustrate 

the performance of the whole system. 

1  Convolution Method for PMFs of ISI and Crosstalk 

Assuming that we transmit uncoded, random and independent data through the link, the 

received signal is just a sum of random variables (transmitted symbols) weighted by the 

pulse response of the channel, as a result of the convolution through the channel. The 

expression is a bit more complicated with transmit pre-emphasis since then, transmitted 

symbol bk in Equation (2.5), is actually itself a weighted sum of random data ak.  

Nevertheless, the resulting received signal is still the weighted sum of independent 

random variables and its probability distribution is just a convolution of the PMFs of the 

weighted random variables [116]. Both Casper and Ahmad used this approach to 

compute accurate interference distributions, and we will also use it in our analysis. 

This concept is illustrated in a simple example shown in Figure 4.1. If we use binary 

signaling for each transmitted symbol (+/-1), the probability mass functions of each 
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symbol weighted by residual ISI of 0.3 and 0.1 will be still two delta functions at 50% 

probability but positioned at +/-0.3 and +/-0.1 values, respectively. This just indicates 

with what probability the residual ISI will impact the received signal if we transmit 

independent random binary symbols with values of +/-1. In this scenario there are four 

possible ways that ISI can impact the symbol +0.3+0.1, +0.3-0.1, -0.3+0.1 and -0.3-0.1, 

each with 25% probability. This is exactly what we get if we just convolve the two PMFs 

in Figure 4.1. 
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Figure 4.1:  Pulse response ISI samples scale the PMFs of transmitted data symbols 

ulation, 

the space in

(+/-1), which when convolved result in the PMF of the residual ISI. 

Using this method, we can compute the accurate PMFs of both ISI and crosstalk. The 

important point is that the complexity of computation increases linearly in the number of 

taps since we just have nested convolutions, while in time-based Monte-Carlo sim

creases exponentially with number of channel taps.  

For example, the PMFs of the residual ISI, after applying 5 taps of transmit 

equalization at 6.25 Gb/s to a representative channel, are illustrated in Figure 4.2. The 

plot on the left shows the PMF of the residual ISI at the data samples, and the plot on the 
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right at symbol transitions as seen by the CDR phase detector26. 
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Figure 4.2: Residual ISI PMFs at data samples (left) and transitions (right), with 5 taps of 
transmit pre-emphasis. 

The PMFs in Figure 4.2 are bounded. This causes large discrepancies between the 

accurate ISI distributions and their Gaussian approximations, since Gaussian distributions 

are unbounded. 
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Figure 4.3: Error of the Gaussian approximation of the residual ISI distribution, impact 
on data samples, 5 taps of transmit pre-emphasis. 
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26 Since transmit pre-emphasis is symbol spaced, it nicely controls the data samples but introduces bi-modal 
ISI distribution at symbol transitions which creates problems for the CDR loop. 
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In Figure 4.3, we plot the cumulative distribution function (CDF) of both the 

accurate ISI distribution and its Gaussian approximation. As we commented earlier, we 

see that the agreement is very good near the mean (for probabilities higher than 10-4), 

which is why this approximation is used in digital communications. However, for 

probabilities lower than 10-10, the Gaussian approximation is way off, which is a problem 

for high-speed links that work in this region. For example, at a probability of 10-10, we 

get a 40mV error in the distribution width estimate, which is 25% of the eye opening in 

this particular case. This error is huge and thus we need to use the accurate ISI 

distributions. 

The next figure illustrates the differences between the steady-state CDR phase 

probabilities when signal distributions are modeled using the Gaussian approximation, 

blue, and the accurate ISI PMF, red. We see that in this example, at probability of 10-10 

the error in the peak phase estimates is about 50%, which is a lot. 
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Figure 4.4: Comparison of steady-state probability distributions of CDR phases computed 
with Gaussian model of ISI, blue, and with accurate ISI model, red. 

eceived signal samples as seen by the 

receiver decision circuits. 

sym bol
              

In the next section we show how to combine the ISI distribution and CDR phase 

distribution to compute the distributions of the r
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4.1.

rm

/s and the other with PAM4 at 6.25 Gb/s. 

2  Including the CDR Loop 

We saw in the previous section that by using the PMF convolution procedure outlined in 

Figure 4.1 we can obtain the PMF of the received signal at a given sampling phase, as 

shown in Figure 4.2, for two discrete phases, data sample time and symbol transition. In 

order to understand the signal behavior during the whole symbol time, we can extend this 

procedure by changing the phase of the receive sampler in increments that are no ally 

controlled by the CDR loop. In this way we can plot the “statistical eye diagram” of the 

received signal. For example, in Figure 4.527, we see the statistical distributions of the 

received signals, one with PAM2 at 3.125 Gb

The ISI distribution in both examples is centered at the nominal received signal 

levels, ±200 mV in the PAM2 case, and ±200 and ±100 mV in the PAM4 case. 
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(a)      (b) 

Figure 4.5: Statistical distribution of the received signal vs receiver phase, FR4 baseline 
case (a) PAM2 signal at 3.125 Gb/s (b) PAM4 signal at 6.25 Gb/s. Probabilities that are 
lower than 10-15 are shown as white space. 

Although both examples use the same frequency range of the channel since the 

Nyquist frequency is the same, we get different ISI distributions around the nominal 
                                                 
27 In this plot we show only the distribution of the signal in the victim channel as a function of time, 
assum
inter

t the two channels operate at slightly different frequencies. The crosstalk 
signal then “walks” in time across the victim signal and effectively creates the same crosstalk distribution 
at each time instant within a received symbol period. 

ing there is no crosstalk. In case we have crosstalk, that crosstalk is also treated as random 
ference and depending on the FEXT and NEXT pulse responses, crosstalk signal distributions change 

throughout the symbol time, assuming that the whole system is fully mesochronous, i.e. driven from one 
clock frequency generator. There are cases where aggressor signals are plesiochronous with respect to the 
victim signal which means tha
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signal levels since the transmitted symbol probability distributions are different for 

 

320 ps long and covered with 256 CDR phase step

PAM2 and PAM4. 

The plots in Figure 4.5 were obtained by sweeping the receiver phase through the 

symbol time. If we let the CDR loop lock to these signals, the loop would use the 

available phases with some probability, as we have seen earlier in Figure 2.25 and Figure 

4.4, depending on the amount of interference and noise in the channel that would cause 

the CDR loop to choose the phase slightly off the nominal lock point, i.e. the mean of the 

phase distribution. In Figure 4.6, we show the CDR phase probabilities for the PAM2 and 

PAM4 examples discussed in Figure 4.5. In this example, each of the received symbols is

s, from an eight-bit phase interpolator. 
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 (a)      (b) 

Figure 4.6: CDR loop phase probabilities
3.125 Gb/s (b) PAM4 sig ction 5.3  

signal samples as seen by the receiver sampler 

trigg

time. As a result, we get the distribution of the received signal samples as seen by the 

, FR4 baseline case (a) PAM2 signal at 
nal at 6.25 Gb/s, CDR with minor crossings as in Se

By using the CDR phase probabilities as conditional probabilities for the receiver 

sampler, we can plot the distribution of the 

ered by the CDR loop. So, we multiply the signal distribution at each time-slice in 

Figure 4.5 by the probability of the CDR phase from Figure 4.6 that corresponds to that 

receiver slicers. In the ideal case, without noise and ISI, we would only have two 

constellation points in Figure 4.7 for PAM2 (at ±200 mV and 160 ps), and four for PAM4 

(at ±200 and ±100 mV at 160 ps). However, due to ISI, the samples will deviate from 

their ideal positions with some probability, as shown in Figure 4.7. As in Figure 4.5, any 
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signal points in this voltage-time space that are lower than 10-15 are shown as white 

space. 
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(a)      (b) 

Figure 4.7: Probability distributions of the signal sampled by the receiver with CDR loop, 
FR4 baseline channel, (a) PAM2 at 3.125 Gb/s, (b) PAM4 at 6.25 Gb/s. 

We can now further manipulate these signal distributions by adding the noise sources 

and receiver sensitivity described in Chapter 2. 

4.1.3  Computing BER Contours 

By adding the noise s nd using 

the signal distributions as conditional probabilities for the error caused by the noise at 

samples the incoming signal. This procedure is illustrated in Figure 4.8 where we first 

com

ources to the signal distributions illustrated in Figure 4.5, a

each time slice, we can get the BER as a function of the time slice at which the receiver 

pute the BER as a function of sampling time within a symbol period. Then, the inner 

product of these BERs conditioned with time, and phase probabilities of the CDR loop, 

gives the total BER.  

Given that we did not add any extra voltage margin in computing the conditional 

BERs or CDR distributions, the total BER corresponds to the voltage margin of zero, as 

indicated by a circle on the right of Figure 4.8. Had we added some extra voltage offset in 

receiver thresholds, for example 50 mV, when computing the conditional BERs and CDR 

phase distributions then we would have obtained the total BER that corresponds to a 

voltage margin of ±50 mV, depending on the sign of the added offset.  
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e conditioned BER (bathtub curve 
ties (lower left), example for PAM4 at 

6.25 Gb/s. Since conditional BERs are computed with receiver thresholds set at nominal 
, as described in section 2.2.1 , the computed 
If in turn, we compute the conditional BERs 

assuming some additional voltage offset, for example 50 mV, then the computed 

ss in the case where we use the CDR loop to position the sampling 

phas

Figure 4.8: Computing the BER by combining the tim
in upper left) and CDR loop phase probabili

levels with receiver sensitivity of 10 mV
BER has no additional voltage margin. 

aggregate BER would have an additional voltage margin of ±50 mV depending on the 
sign of the applied offset. 

In estimating the system level performance, this approach is preferred, since we 

cannot always include all the possible noise sources, and even if we could it is always 

good to know how BER, as a measure of the system quality, behaves as a function of 

additional voltage margin. Note that contrary to common practice, the term “timing 

margin” is meaningle

e in the receiver. In this situation we have no control of the timing phase, and even if 

we offset the sampling phase externally, the CDR as a tracking loop would readjust and 

compensate for this disturbance28. 

 

                                                 
28 Any mismatch between the phase detector timing and data sampler timing should be already included in 
the CDR model, since it cannot be corrected by the loop’s feedback. 
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(a)      (b) 

Figure 4.9: BER vs. voltage margin and sampling time, FR4 baseline channel, (a) PAM2 
at 3.125 Gb/s and (b) PAM4 at 6.25 Gb/s 

Another way to view the BER dependence on the voltage margin, is to plot the BER 

as a function of the time slice at which the signal is sampled and the additional voltage 

margin that is added. This plot gives us an idea how much voltage and timing margin we 

would have in a system where we can somehow determine the ideal sampling position in 

time. For example, in the PAM2 case shown on the left of Figure 4.9, the voltage margins 

are ±116 mV, and ±90 ps for BER of 10-15. However, notice that the voltage and timing 

margins are mutually dependent since at a point where we lose the timing margin, 70 ps 

or 250 ps time index, we also lose the voltage margin. 
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(a)      (b) 

Figure 4.10: BER vs. voltage margin and sampling time, with sampling time determined 
by the CDR loop, FR4 baseline channel, (a) PAM2 at 3.125 Gb/s and (b) PAM4 at 
6.25 Gb/s 
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In order to take the CDR loop into account, we just need to condition each of the 

time slices in Figure 4.9 with the probability that the CDR loop could choose a phase that 

corresponds to that time slice, from Figure 4.6. This procedure is similar to the one we 

used in Figure 4.7. As a result, we can now observe at which point in time we have 

certain voltage margin with guaranteed BER, when sampling the incoming signal with a 

receiver phase chosen by the CDR loop, Figure 4.10.  

As an example, we first compare the improvement in margins when one tap DFE 

using loop-unrolling is added to 5 taps of transmit pre-emphasis in PAM2, now with 

PAM2 running at 6.25 Gb/s. The voltage margin for a given BER is the minimum 

distance between the , for BER of 

and it grows to ±50 mV when one tap DFE is added, Figure 4.11b. 

 BER contours and the threshold at zero. For example

10-12, the voltage margin with transmit pre-emphasis only, Figure 4.11a, is about ±20 mV 
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(a)     (b) 

Figure 4.11: Comparison of voltage margins from BER contours, PAM2 modulation at 
6.25 Gb/s, (a) 5 tap transmit pre-emphasis and (b) 5 tap transmit pre-emphasis with one 
tap DFE with loop-unrolling. 

The same data rate of 6.25 Gb/s can also be achieved by using PAM4 and reducing 

the signaling speed. In Figure 4.12 we compare the performance of PAM4 with 5 taps of 

transmit pre-emphasis with PAM2 with loop-unrolling from Figure 4.11b. 

For this channe  with linear l the margin is better for PAM4 than the PAM2 system

transmit pre-emphasis, but they are slightly worse than the margins for the DFE system. 

We can compare the margin of these three approaches for different channels formed by 
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changing the length of the backplane trace. This data is shown in Table 4.1.  
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(a)      (b) 

Figure 4.12: Comparison of voltage margins from BER contours, 6.25 Gb/s, (a) PAM2 
modulation with 5-tap transmit pre-emphasis and one-tap DFE with loop-unrolling, (b) 
PAM4 with 5-tap transmit pre-emphasis. 

Table 4.1: Voltage margins [mV] at target BER=10-12 at 6.25 Gb/s, for PAM2, PAM2 
with DFE and PAM4 signaling, over 3, 10 and 20" backplanes. Transmitter peak output 
swing is ± 500 mV, and receiver sensitivity ± 10 mV. 

Eq/Mod type vs. 
BP length 

3" 10" 20" 

PAM2 32 17 19 
PAM2 w. DFE 79 49 44 

PAM4 10 37 31 
 

Short channels have less loss and more reflections, so not surprisingly PAM2 

syst

es, the loss at 

PAM

ems are much better than PAM4 systems in these situations. As the backplane gets 

longer, the attenuation increases, and now PAM4 is better than PAM2 with linear filters, 

but it is still not better than PAM2 with a simple DFE. In longer backplan

2 signaling rate becomes unbearable, and PAM4 is expected to be more favorable. 

Of course, this all depends on the intended signaling rate for each type of modulation and 

the noise sources. In the next section we evaluate the performance of equalization and 
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multi-level modulation techniques with link-specific noise sources and hardware 

constraints. 

4.2 Sensitivity Analysis 

In this section we analyze the performance of high-speed link systems in two ways. First, 

we would like to understand the spectral behavior of different noise sources as seen by 

the receiver sampler, and then look at how each of the noise sources impacts the link data 

rate.  

4.2.1  Spectral Properties of Noise Referred to the Receiver Input 

We have already presented in Section 2.2.2 the spectral properties of jitter-induced 

voltage noise ther noise sources 

2.18 indicates that transmit pre-emphasis 

symbol time h(nT+T/2). We start our analysis by looking at the effect of transmit pre-

emphasis on these tw  Fig 4.13.

at the receiver. We extend this spectral analysis to o

presented in Chapter 2, and now that we have covered the equalization in Chapter 3, we 

also analyze the effect of equalization on the noise in the system. 

The model for jitter propagation in Figure 

affects both the signal propagation path, marked as channel pulse response p(nT), and 

jitter propagation path marked as channel impulse response delayed by a half of the 

o paths, shown in ure   
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As we said earlier, transmit pre-emphasis attenuates the low frequencies of the signal 

to match the highest attenuation in the channel, and as shown in red in Figure 4.13, the 

frequency response of the equalized channel is fairly flat. If we apply the same pre-

ponse (the jitter path in Figure 2.18) we see that it 

ttenuates the low-frequencies to match the 

oes not really attenuate the signals at high-frequencies. If, on the other hand, the 

transmitter jitter is heavily correlated, than its effective voltage noise will be significantly 

s of the 

s of jitter-

induced voltage noise shown previously in Fi

emphasis filter to channel impulse res

similarly affects the transmitted impulse, i.e. a

attenuation at the Nyquist frequency. 

Intuitively, if transmit jitter is uncorrelated, the pre-emphasis filter does not 

significantly attenuate the transmit jitter-induced voltage noise, since the pre-emphasis 

filter d

attenuated by the pre-emphasis filter, since the filter attenuates the low frequencie

signals. Similarly, since the effective voltage noise from receiver jitter is at each sample a 

shift of the whole transmit sequence, it is seen by the transmit pre-emphasis filter as a DC 

signal component and is attenuated significantly. 

In Figure 4.14, we illustrate these effects by first plotting the spectrum

gure 2.17, and then indicating the shift in 

the power spectral densities (PSDs) due to transmit pre-empahsis. As we intuitively 

explained, the effective voltage noise due to white transmitter jitter is affected very little 

by the equalizer, and is the most dominant source of jitter-induced voltage noise.  
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Figure 4.14: PSDs of transmitter and receiver jitter mapped to the data sample point 

 of the PLL with supply noise limited to 100 MHz. 
through equalized and unequalized (Raw) channel, for cases of white jitter PSD and 
colored jitter PSD as output
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The voltage noise induced by correlated transmitter jitter, which in our example 

originated from the PLL with supply noise limited to 100MHz, is significantly attenuated 

by the equalizer. It is interesting that regardless of the spectral properties of the receiver 

jitter, the effective voltage noise from receiver jitter is significantly attenuated by the pre-

emphasis filter since it is treated as a DC signal component. 

When we compare the jitter-induced voltage noise to other error sources, like 

equa

 equalizer (large for current high-speed 

link

lizer quantization noise, tap value estimation error, and residual ISI of the equalized 

channel, we see that the jitter noise is comparable to some of these error sources. Using 

the analysis in Chapter 3 and Appendix A we plot in Figure 4.15 the spectral properties 

of the residual ISI, equalizer estimation and coefficient quantization errors, as seen by 

both the data slicers and the CDR phase detectors, and compare them with the spectral 

densities of the jitter-induced voltage noise from Figure 4.14. 

The size of the residual ISI after equalization depends on the length of the equalizer. 

For the plot in Figure 4.15, we use a 5-tap linear

s). 
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Figure 4.15: Power spectral densities of quantization, estimation and residual ISI errors, 
at data and edge samples for a 6.25 GHz NRZ signal using a 5-tap linear equalizer. 

In Figure 4.15, we see that the residual ISI at the edge sample is much larger than 

that at data samples. This is expected, since the transmit pre-emphasis filter is symbol-

spaced, i.e. its only goal is to reduce the ISI at the data samples (in the middle of the 
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rece

ure 4.16 are marked as black 

dots

ived eye). It not only disregards the ISI at the transitions, but it in fact introduces 

more ISI at the edges as we have seen from the bi-modal distribution of edge samples in 

Figure 4.2. 

The main causes for this bi-modality can be located if we look at the equalized pulse 

response, in Figure 4.16a. The symbol spaced samples in Fig

. We see that pre-emphasis creates two negative spikes between the sample times 

since it forces the ISI to zero at the sample times. These spikes, circled in Figure 4.16a, 

cause the predominantly bi-modal distribution at the edge samples.  
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Figure 4.16: Pulse responses equalized with transmit pre-emphasis, (a) using only error 
information from the data samples, (b) combining the error information from both data 
and edge samplers. 

One way to get around this is to include the error information from the edge samplers 

when computing the equalizer coefficients from the data sampler error information. As an 

example, we modify the adaptive equalizer update loop, Equation (3.8), to include the 

information from signal transitions 

 

)()(1 dndnwdnn usignesignstepww ++=+
(4.1) 

)()( enenwe usignesignstep+
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where edn is the error from the mean level of the received signal at data sample time, een is 

the error from the threshold level of the received signal at signal transitions, i.e. samples 

by CDR loop phase detector, udn is the vector of received data and uen is the sum of the 

vectors of neighboring received symbols. By choosing the update weights stepwd and 

stepwe we put more emphasis on ISI compensation at either edge or data samples.  
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Figure 4.17: Eye dia mphasis, 
(a) using only error information from the data samples, (b) combining the error 

ymbol-spaced pre-emphasis we can only do one of the two things 

correctly. W

I at data samples. In Figure 4.17, we illustrate this 

effect on the eye diagram of the received signal. For example, we see that voltage 

margins get reduced by 4 mV or 2.5%, while timing margins increase by 9 ps or 7%. 

Another method of dealing with high ISI at signal transitions is to decrease the 

bandwidth of the CDR loop filter, or said differently use more samples to vote on the 

direction of the phase increment. This is more desirable in situations where we do not 

have enough voltage margin to trade off with timing. The only issue is that the latency of 

grams of the received signal equalized with transmit pre-e

information from both data and edge samplers. 

Since we use s

ith different update steps, we actually make a compromise between the 

amount of ISI seen by the data and edge samplers. This is illustrated in Figure 4.16b, 

where by putting a small weight on the edge error we see that the edge peaks are reduced 

at the expense of increasing the IS
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the CDR loop then increases and we need to add a frequency tracking loop [22,117], 

since the frequency tracking ability of the first order CDR loop diminishes with lower 

bandwidth. 

Going back to Figure 4.14 and Figure 4.15 we see that the residual ISI is the largest 

error source, followed by the jitter-induced voltage noise. After these are resolved, we 

will have to start using equalizers with higher resolution and lower estimation error. 

In this section we tried to qualitatively illustrate the impact of different link 

impairments by looking at the spectral properties of noise sources and residual 

interference for a fixed link configuration. Next we want to use the link system model 

that we have developed so far to explore the design space and find the most efficient 

equalization and modulation architectures with link-specific noise sources and hardware 

constraints. 

4.2.2  Impact of Noise and Hardware Constraints on Link Data Rate 

Before we fix the noise sources and start exploring the architectures, let us first take a 

look at the sensitivity of the link performance to the magnitude of thermal noise and 

jitter. This will give us a fee end on the noise ling of how much our final conclusions dep

assumptions that we made.  
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Figure 4.18: Sensitivity of BER to changes in: a) thermal noise, b) jitter, for a 5-tap 
precoder with coefficients from scaled ZFE and the optimization in (3.6). The system 
transmits PAM2 at 10 Gb/s, with the Nelco channel. 
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Figure 4.18 shows the sensitivity of a 10 Gb/s PAM2 Nelco backplane link to 

thermal noise and jitter. It also compares the link results from using scaled ZFE and the 

optimization results from the framework formulated in (3.6). The effect of changing the 

effe

n the 

slice

the jitter variance by careful circuit design. 

ctive thermal noise is shown in Figure 4.18a, and effective jitter in Figure 4.18b. For 

Figure 4.18, and all the data given in this section, a noise figure of 7 dB is added to the 

(1 nV)2/Hz thermal noise of the termination resistors, to account for thermal noise i

r. In addition, when noted we will also assume 10 mV of slicer resolution, and 

sampling jitter from a ring oscillator PLL with a standard deviation σε=5° [39]. 

It is clear that noise from jitter is dominant in this link. Voltage noise due to jitter is 

especially harmful since it is proportional both to signal energy and jitter variance. This 

means that the only way to improve the system performance after system optimization is 

to minimize 
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Figure 4.19: Data rates for 50-tap precoder with 80-tap feedback equalizer on best and 
worst channels with thermal noise, using different modulation levels. Two baseline 
channels in Figure 3.1 mark the beginning and the end of the range of achievable data 
rates with target BER of 10-15. 

f 

Using our optimization framework we can now compare the expected performance 

of a number of different link architectures. Figure 4.19 gives the achievable data rates i
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ther

ly utilizes 

the 

 the efficiency of multi-level 

modulations. 

e were no hardware complexity constraints – using the precoder as a feedforward 

filter and assuming perfect feedback equalization in the receiver – and the links were 

limited only by thermal noise. The plot illustrates the performance range between the best 

and worst channels (baseline channels from Figure 3.1) for different levels of modulation. 

The x-axis is the symbol rate and the y-axis is the data rate so the slope of PAM2, …, 

PAM16 curves is 1, …, 4 corresponding to the number of bits per symbol for each of the 

modulation formats. 

Using higher levels of modulation in Figure 4.19, the system more efficient

usable channel bandwidth (9-12GHz, from bit loading in Figure 3.4), and achieves 

very high data rates. We see that by using sixteen modulation levels in PAM16 we can 

more than double the data rates achievable with binary signaling. However, we need to 

look at other sources of noise in order to evaluate
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Figure 4.20: Data rates for 50-tap precoder with 80-tap feedback equalizer on best and 
worst channels, using different modulation levels in the presence of (a) thermal noise and 
sampling resolution, (b) thermal noise, sampling resolution and jitter. Two baseline 
channels in Figure 3.1 mark the beginning and the end of the range of achievable data 
rates with target BER of 10-15. 

In Figure 4.20a, we add the receiver sampling resolution requirement, and in Figure 

4.20b, the sampling jitter. We see now that the high-data rates, provided by PAM with 
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high number of levels, have decreased and that the highest data rates are provided by 

PAM4 and PAM2. PAM4 still almost doubles the PAM2 data rates covering the range 

from 10 to 20Gb/s. Figure 4.19 and Figure 4.20 indicate that in order to make better use 

of the available channel bandwidth, i.e. increase the spectral efficiency by using the 

multi-level signaling, we need to design better circuits. We need sampling circuits that 

are more precise and timing generation that is less noisy. 

Sampling resolution imposes a constraint on the minimum distance between 

cons

mes more detrimental as energy remains the same and minimum distance 

between constellation points decreases. Therefore, jitter also prohibits the use of large 

constellations. 

tellation points, so that one cannot add more constellation points within the peak 

power constraint without degrading system performance. This limits higher bandwidth 

utilization. 

With good oscillator design, jitter noise is not dominant for small constellation sizes. 

However, since the energy of the jitter-induced voltage noise is proportional to signal 

energy, it beco
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Figure 4.21: Achievable data rates with different noise sources for two architectures (◊) 5 
taps of transmit precoding with 20 taps of windowed reflection cancellation, similar to 
[39], with different levels of modulation, (o) same architecture, with "loop unrolling" by 
one extra tap of feedback equalization with no latency [81] (only PAM2 modulation is 
practical due to exponential growth in complexity). 

It is interesting to mention that a precoder filter alone has very poor performance, 

even without any constraints on complexity, due to the peak power constraint and large 
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amount of ISI in the channels. Figure 4.21 shows the projected data rates of practical 

baseband link architectures, keeping the complexity/power within the power budget of 

the state-of-the-art links [39]. Since the large ISI cannot be completely compensated with 

this hardware complexity, higher PAM modulations start to fail. In fact residual ISI 

literally halves the data rates from those in Figure 4.19 and Figure 4.20. Today’s links 

simply cannot afford to compensate all the ISI and that is what currently limits their data 

rate

hannels PAM2 or PAM4 work better depending upon the accurate ISI 

distr

ous three figures, we see that both the receiver resolution and sampling 

jitter are limiting factors for the application of multi-level signaling techniques (higher 

than PAM4). Any form of feedback equalization applied to dispersion ISI taps improves 

the performance, as shown in the PAM2 example where loop unrolling is used to cancel 

the first causal ISI tap. In order to achieve very low BERs, it is also essential to remove 

the long-latency reflections with tap-selective feedback equalizer as we explained in 

Section 3.2.1 . 

Our results clearly show that multi-level modulation together with precoding and 

feedback equalization with no latency is essential to achieving high data rates. In fact, the 

data rates of infinite length precoders and feedback equalizers are achievable with about 

50 precoder taps and 80 feedback taps with no latency gaps. These rates, although high, 

system that operates at these channel 

bandwidths. 

s. 

Adding the one tap of immediate feedback equalization using loop-unrolling 

improves the performance of PAM2 and pushes it deeper into the overlap with PAM4. 

On these c

ibutions, as we indicated earlier in this chapter. 

4.3 Summary 

From the previ

are still not very close to the data rates projected in Figure 3.3, for integer uncoded 

multi-tone constellations with thermal and phase noise. While improving the performance 

of baseband techniques is challenging, to achieve the rates projected in Figure 3.3 will 

require the implementation of a practical multi-tone 

This design space exploration also shows that for current circuit technology we can 
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design the next generation of links operating at 5 to 12 Gb/s over a wide range of link 

channels, if we use around 5 taps of transmit pre-emphasis, 20 taps of reflection 

cancellation at the receiver, and we interchangeably use PAM4 and PAM2 modulation 

with one tap loop-unrolling. In the next chapter, we will describe an implementation of 

this link architecture. 

 

 



 

 

Chapter 5  
 
Experimental System 

Having discussed the global issues in building efficient links, we can now focus on the 

practical implementation issues. As we said earlier, the system level optimization 

suggests that a link with dual-mode PAM2 and PAM4 modulation, transmit pre-emphasis 

and feedback equalization (both reflection cancellation and one-tap DFE with loop-

unrolling) can achieve 5 to 12 Gb/s on a wide range of backplane channels.  

The next generation link we describe in this chapter is designed to match this 

architecture with minimum complexity, by maximizing the number of components that 

are re-used in all modes of operation. The link features a dual-mode PAM2/PAM4 

transceiver, a reconfigurable receiver with loop-unrolled DFE and reflection cancellation, 

and a reconfigurable CDR loop for multi-level and partial-response29 input signals. We 

also present a version of the adaptive algorithm from Chapter 3, which enabled the 

efficient implementation of link adaptation and calibration algorithms, with minimum 

additional hardware at the receiver front-end. 

The link was developed jointly with the RaserX group in Rambus Inc. Although we 

architected the link and worked on parts of the implementation and testing, this link 

would not have been possible without the implementation and design effort of many 

                                                 
29 A partial-response channel has a controlled amount of ISI. In case of one-tap of DFE with loop-unrolling, 
the channel has one tap of controlled ISI. 

87 
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people in the RaserX group, and we will mention them appropriately as we describe each 

of the blocks. 

5.1 Link Architecture 

ver the years, links have grown to be relatively complex systems, especially with 

ious signal processing blocks [39, 81, 107, 118]. In Figure 5.1 

m of our high-speed link [39]. The transmitter consists of a 

rallel-to-serial converter and pre-emphasis filter. The PLL in the clocking section 

r reference clock. The CDR loop selects 

e control mechanism which depends on 

the type of modulation or equalization that is used in the system. The receiver receives 

and de-serializes the data, but also feeds data back through a scaled replica of the transmit 

O

the recent addition of var

we show a block diagra

pa

generates the high-speed link clock from a slowe

the right phase from the phase mixer via a phas

pre-emphasis filter, implementing the tap-selective reflection cancellation loop. 
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Figure 5.1: Link block diagram – transmitter with pre-emphasis, clocking infrastructure 
and the receiver with feedback equalizer 

The link is a double data rate (DDR) system, which means that a data symbol is 

transmitted and received on each phase of the clock. We use the input multiplexed 
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scheme [119] to minimize the output parasitic capacitance of the transmitter. For higher 

multiplexing ratios output multiplexing [13] is preferred. 

Figure 5.2 shows more details on the transmitter and multi-level receiver 

itional hardware for link adaptation. implementation, which includes add

Tx D

dLev

adaptive
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error
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Figure 5.2: Adaptive multi-level equalizing link architecture [81] 

The transmitter is an analog FIR filter, implemented as a bank of weighted 

current-mode drivers (segmented DAC) driven by delayed data. The receiver has data 

and edge sampler banks for a two-times oversampled bang-bang CDR loop. Each bank 

has three samplers per clock phase (twelve samplers total per link), for DDR and dual 

PAM4/PAM2 operation. 

Using this generic link infrastructure as a base, we add an extra sampler to provide 

the error signal to the adaptive macro block. With variable timing and voltage references, 

this adaptive sampler can also serve as an on-chip sampling scope [109, 118, 81] that 

samples the received signal and monitors the performance of the link. In addition to this, 

we architected the receiver front-end such that the adaptive sampler can take the role of 

any other sampler in the receiver while that sampler is being calibrated off-line, without 

interrupting the flow of the data through the link. This calibration with uninterrupted data 

applications. 

flow is very important in backplane links that are used in router or blade-server 

The adaptive system with transmit pre-emphasis requires a back-channel link from 

the receiver to the transmitter, to communicate the pre-emphasis updates. Andrew Ho 
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proposed in [58] that common-mode signaling [120] be used in the back-channel since 

the forward link is differential and robust to common-mode variation. The link in [58, 81] 

is ar

ontrol functions 

that need to be communicated back to the transmitter. In the sections to follow, we will 

describe each of the link blocks in more detail. 

5.1.1  Transmitter 

The transmitter that we describe in this section has two important features. It uses tap-

sharing in the pre-emphasis driver/filter to minimize the parasitic output capacitance of 

the transmitter and uses Gray coding to implement the dual PAM2/PAM4 operation with 

minimum complexity [39]. 

As we said earlier, most high-speed link transmitters incorporate some sort of pre-

emphasis filter. High throughput and a very small power budget (<40 mW/Gb/s) rule ou

signs use either analog 

FIR

 RAM DAC approach is that it is not easy to update the whole 

RAM

chitected with differential high-speed forward channel and slow, common-mode back 

channel, to enable the adaptation of transmit pre-emphasis and other c

t 

the implementation with a digital FIR and a DAC. Most link de

 filters [27, 39] with programmable weighted drivers, or RAM DACs [89, 121] where 

pre-emphasized symbol values are already computed and stored in a fast SRAM block in 

the transmitter and addressed by a window of transmit data that corresponds to the 

desired number of taps. 

One problem with the

 with new equalized symbols at each update of transmit pre-emphasis coefficients. 

This requires relatively complex hardware, essentially a digital FIR filter that can operate 

at the rate of adaptive equalization multiplied by the number of equalized symbols, and 

not the rate of the data flow through the link. 

To avoid this, we use an analog FIR filter as a transmit pre-emphasis driver [39]. As 

we mentioned earlier, in a straightforward realization this filter is implemented as a bank 

of weighted drivers driven by delayed data. To allow for the full programmability of the 

filter, each of the drivers has to be sized the same, in order to be able to carry the same 

amount of current, i.e. tap weight.  

Figure 5.3 shows a thermometer coded driver (for PAM4/PAM2 operation), where 

each of the segments is implemented as a 5-tap analog FIR filter with identical sub-
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segments driven by delayed data (e.g. B[0], …, E[0] are delayed versions of A[0]).  
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Figure 5.3: Straightforward implementation of transmit pre-emphasis via analog FIR 
filter, thermometer coded drivers for PAM2/PAM4. Simple PAM2/PAM4 transmitter has 
total gate size 3W/L, while with straightforward implementation of transmit pre-emphasis 
total gate size is 15W/L. 

While straightforward to implement, such a driver has 5 times more output parasitic 

capacitance than if implemented as a RAM DAC. We saw in Chapter 2 that this 

e forms a parasitic low-pass filtercapacitanc

 this transmitter [39, 81]). Figure 

5.4 com

      

30 at the output of the transmitter and can 

significantly degrade the performance of the link. 

In order to minimize this parasitic capacitance and preserve the programmability of 

the analog FIR filter, a tap-sharing transmitter concept was developed jointly with Fred 

Chen (who also did the design and implementation of

pares the straightforward and tap-sharing implementation. 

The tap-shared architecture in Figure 5.4b leverages the fact that the transmitter is 

peak-power constrained due to output differential pair saturation margin. In a 

straightforward 5-tap implementation, this means that only 1/5th of the transmitter (or 

                                           
30 Output capacitance and 25 Ω impedance from the parallel connection of transmitter termination and 
output transmission line form a parasitic low-pass filter. 
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total gate width equal to the single-tap transmitter) will be active at a given time. The 

ther 4/5ths of transistors will be off, contributing only to the parasitic capacitance.  
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(a)     (b) 

Figure 5.4: Implementation of shared transmit pre-emphasis filter, (a) straightforward 
implementation, (b) shared driver 

Rather than keeping this device overhead, we divide a single transmitter into 

segments that can be shared by any of the taps, like regular DACs. We need to be careful 

here since this limits the resolution of the output driver to be the inverse of the number of 

segments into which we split the transmitter. For example, for 16 segments, the 

tran

Instead of just segmenting the driver and allowing each tap to access any segment, 

smitter would only have a resolution of 4 bits. In order to use this as a pre-emphasis 

filter, we would need to add a five-tap 4-bit digital finite-impulse response (FIR) filter. 

As we discussed earlier, this would consume an unacceptable amount of power. 

the equalizer is partitioned into a shared section and a dedicated section. The shared 
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section consists of seven large sub-drivers, each with current strength of 1/8th of the total 

allowed current. Each shared sub-driver can select from any of the five equalization tap 

streams A–E. The dedicated portion consists of five binary weighted drivers, one for each 

equalization tap, and each capable of driving up to 1/8th of the total allowed current. This 

combination of shared and dedicated drivers allows each equalization tap to have the 

same current range, for example 127 and resolution 1, of a non-equalizing 7-bit 

transmitter with only 50% additional parasitic overhead. 

In addition to tap-sharing to minimize the overhead, this transmitter is capable of 

driving both PAM2 and PAM4 symbols with minimum increase in complexity. By 

encoding the PAM4 symbols using the Gray code, we can easily switch over from PAM4 

to PAM2 mode by just injecting zeros into the LSB transmitter pipe. This coding scheme 

is shown in Figure 5.5. In addition to the Gray code, the transmitter also performs the 

Gray code to thermometer code conversion for better linearity, as was indicated in Figure 

5.3. 

 

Figure 5.5: Gray coded levels provide compatibility between (a) PAM4 and (b) PAM2 
signaling. In PAM2 mode, LSB=0 and data is only streamed into the MSB, [39]. 

In the next section, we focus on the receiver side and follow a similar principle of 

supporting dual PAM4/PAM2 operation by using reconfigurable architectures with little 

hardware overhead. 
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5.1.2  Receiver Front-End 

Earlier link designs, with no equalization, and newer designs with transmit pre-emphasis 

use just data slicers in the receiver. Recently, some forms of analog (with inductive 

peaking [26] or capacitive tail degeneration [89]) and linear discrete time [108] receive 

equalization were introduced. Due to complexity reasons stated earlier, links use just the 

number of comparators necessary to make decisions on the data, so the resolution of this 

flash ADC is determined by the number of signal levels. 

In PAM4 mode, our receiver has three data slicers per clock phase, with thresholds 

positioned between four distinct signal levels, as shown in Figure 5.6. The slicing 

thresholds are controlled by an 8-bit static DAC with a step size of about 2 mV. As 

shown in Figure 5.7, each of the slicers consists of a pre-amp and a comparator stage. 
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Figure 5.6: Receiver in PAM4 mode, three data slicers are needed to make a decision on 
four possible signal levels [81]. 

In differential slicers, it is very hard to introduce an additional threshold port and 

change the switching point of the slicer independently from the common-mode of the 

input signal. The threshold port in the pre-amp in Figure 5.7 is implemented through a 

e in the 

tran

programmable current DAC which changes the bias current of the two differential pairs.  

These differential pairs have shifted switching points due to the imbalanc

sistor sizes. Increasing the current Ithresh steers more current into the differential pair 
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on the left, which has a positive switching threshold31, and blends that extreme positive 

ic S-R latch. 

switching point with the extremely negative switching point of the other differential pair. 

This blending results in very precise threshold control of the pre-amp that is to the first 

order independent of the common-mode voltage of the input signal. This scheme was 

designed by Bruno Garlepp, who extended the work of Casper [118], and also designed 

the rest of the receiver front-end. The second part of the slicer is a standard regenerative 

comparator, consisting of a sense-amplifier [122] and a balanced dynam
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Figure 5.7: Receiver in standard PAM2 mode, with data slicer detail. Each data slicer
consists of pre-amp with tunable switching threshold and a comparator based on a

 
 

rege

                                                

nerative sense-amplifier with dynamic balanced S-R latch. 

 
31 Input inP drives a smaller input transistor that needs a larger overdrive voltage to switch the same current 
as the transistor driven by inN. Hence a differential pair where the transistor driven by inP is smaller than 
that driven by inN has a positive switching point. 
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As we have seen in Figure 5.7, in standard PAM2 mode, the link uses the middle 

slicer with zero threshold. In order to improve the performance of the link in PAM2 

mode, we can use the other two slicers instead, with thresholds offset by the magnitude of 

the first post-cursor ISI tap, as shown in Figure 5.8. We can then choose the output of 

each of the samplers dynamically, by adding the multiplexer loop. In this way, we have 

embedded the one-tap loop-unrolled DFE for PAM2, in a PAM4 receiver with very little 

hardware overhead. 

D QD Q

D Q

D Q

D Q

thresh (+)

thresh (-)

in
0

lsb(+)

lsb(-)

msb

prDFE enable

D Q

dClk

dClk

dClk

prDFE enable

prDFE enable

D Q

D Q

D Q

D Q
1

0

0

1

0

1

0

1

 

Figure 5.8: Integration of PAM2 partial response DFE receiver with loop unrolling into 
PAM4 receiver by re-use of PAM4 lsb slicers. 

Each of the two slicers now sees either a positive or negative conditioned eye, 

centered around thresh(+) or thresh(-). The PAM2 signal at the receiver is a partial 

response signal (since we tolerate one tap of ISI), and is in fact a multi-level signal. We 

can further leverage these multi-level properties and re-use the PAM4 CDR logic with 

minimum overhead, as we will explain later in the chapter. We will also describe later in 

the chapter how to extend the adaptive algorithm from Chapter 3 to adapt the transmit 

pre-emphasis and reflection cancellation equalizer to the partial response signal used in 

one-tap DFE with loop unrolling. Before we do that, let us give some details about the

5.1.3  Feedback Equalization 

 

implementation of the feedback reflection canceller and additional hardware for link 

adaptation and calibration. 

As discussed in Section 3.2.1 , we use a current-mode analog FIR filter as a feedback 
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filte

e transmit pre-emphasis filter and scale it down to minimize the 

added parasitic capacitance, since the magnitude of correction from reflections is smaller 

than that required for ISI. Our design reuses the transmit filter design, scaled to a 1/5th of 

the transmitter size. 

 

r, taking advantage of the linearity and high bandwidth of the transmission line 

termination at the input to the receiver and launching the feedback waveform directly into 

the transmission line termination. By adding and subtracting currents directly at the input 

pads, as shown in Figure 5.9, we get the additional benefit of canceling all the secondary 

reflections that would otherwise occur since a portion of the incoming signal is reflected 

off the parasitic capacitance of the receiver termination. An additional benefit is that we 

can simply re-use th

Sampler

Variable

CDR

Phase
Mixer

UP/DOWNRx Data

Delay
RX EQ

Tap Weights

Tap Select

Normal Rx Path

... 5

Tap Mux

 

Figure 5.9: Receiver feedback equalizer with adjustable timing to compensate output 
driver clock-to-output delay. Designed and implemented by Fred Chen [39]. 

13

One difficulty with this type of receive equalizer is the timing alignment of the 

eceive data, as the equalizer has a clock-to-output 

nd temperature, and must be compensated for 

equalizer outputs to the incoming r

delay which varies over process, voltage, a

in order to make the most out of the equalizer’s current drive. This delay is compensated 
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by adding a limited-range variable delay element in the equalizer clock path. The delay 

element is adjusted by a training sequence where the receive equalizer sends a 0101 

(clock) pattern which is received by the data path. During training, the clock data 

recovery (CDR) outputs are used to adjust the variable delay element while the normal 

receive phase value is kept fixed. 

As reflections vary in both location and intensity between channels, in our first 

implementation [39] the receive feedback equalizer was designed to be very flexible, 

allowing for selection of any five taps within a window of 5–17 symbols after the main 

received symbol. The selection of the position is based on the magnitude of the 

reflections at each sample point, which can be obtained either from the received pulse 

sponse by using the adaptive sampler as a sampling scope or by recording the adapted 

tap magnitudes at each of twelve possible locations. In this way, the tap select 

multiplexer and tap weights are separately configured and optimized for each backplane 

channel.  

In our recent design [81], we needed more reflection cancellation taps, to further 

improve the performance of the system. Since the tap selection multiplexer becomes very 

cumbersome for any to any tap selection, we decided to use a block of 10 taps, 6-15 

symbols in PAM4 mode, and extend the range to 20 taps in PAM2 mode, by reusing the 

unused lsb pipe. In this way, the feedback equalizer covers the same time window in both 

the PAM2 and PAM4 cases.32

By analyzing the reflection patterns in Figure 2.9, we were able to position this 

feedback cancellation window around the first group of reflections so that most of the 

taps in the window are highly utilized. In this way, all the taps can be adapted by directly 

applying the adaptive algorithm in Chapter 3. Next we describe the additional hardware 

in the receiver front-end that enables the link calibration and adaptation. 

As w

re

5.1.4  Hardware for Link Adaptation and Calibration 

e mentioned earlier, we add one data sampler to the receiver, in order to provide the 

error information to the adaptive loop.  

                                                 
32 This is important since the positions of the reflections are only set by their travel times and positions of 
discontinuities and they are independent of the signaling or modulation rate. 
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Figure 5.10: Sampler swapping capability of the receiver front-end, (a) No swapping 
enabled (each sampler drives its dedicated pipe), (b) Sampler that gives LSBP_d is taken 
off line and feeds the adaptive (error) pipe, while the adaptive sampler’s output ERR_a 
feeds the LSBP data pipe. 

ith the output ERR_a. 

e lsb, msb and negative lsb bits from the Gray 

coded PAM4 scheme in Figure 5.5. The pre-amp of each sampler has a threshold that is 

In Figure 5.10, this adaptive sampler is shown in shaded area w

The other samplers on the plot are data samplers with outputs LSBP_d, MSB_d and 

LSBN_d that correspond to the positiv

determined by a dedicated 5bit offset DAC and either a common 8-bit threshold value, 
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±thresh, or 9-bit adaptive reference level, dLev. Since the pre-amp switching point is 

determined by the bias current, all the offset, thresh and dLev DACs are implemented as 

current-mode and easy to multiplex. The multiplexers at the samplers’ outputs select 

whether the output goes to the data pipe or the adaptive (error) pipe. 

With this double mu iplexing arrangement, the adaptive sampler can take the role of 

any other sampler33 while that other sampler is taken off-line and calibrated. In Figure 

5.10b, the adaptive sam mpler. Now, the LSBP_d 

sampler has a threshold set to dLev for calibration and its output feeds the adaptive (error) 

pipe, while the adaptive sampler’s threshold is set by +thresh in order to slice the 

incoming signal and feed the ERR_a output into the positive lsb data pipe. 

5.2 Adaptive Equalization 

Using only one adaptive mpler may seem to be insufficient from the perspective of the 

adaptive algorithm that we presented in Chapter 3. However, rather than having 4 error 

samplers, one for each level in PAM4, as proposed by Stonick et al [107], we use only 

one adaptive sampler and perform updates only when data is received that corresponds to 

the signal level at which the adaptive sampler is located. By doing this, we trade-off 

convergence time for receiver simplicity since convergence is not a problem with multi-

Gb/s data rates and slow channel changes [36]. 

ay be formally written using an indicator function ILMS
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33 The adaptive sampler can swap with both data and edge samplers. In Figure 5.10 we omit the edge 
samplers for clarity, but their outputs are visible as the inputs to the multiplexer at the output of the 
adaptive sampler. 
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which is equal to one when the received symbol is equal to the target symbol of the signal 

level at which the adaptive sampler is located. The reference level loop can be updated as 

well using the same indicator function ILMS: 

 

)sign(e∆IdLevdLev ndLevnLMSnn ⋅−=+ ,1  
(5.2) 

 

Now that we have enhanced the adaptive algorithm to work with only one sampler, 

we can extend it in order to adapt the transmit pre-emphasis and feedback equalizers 

when the link is set to PAM2 mode with one-tap loop-unrolled DFE. Our goal is to 

adaptively find the transmit pre-emphasis and feedback equalizer settings as well as the 

threshold of the two receiver slicers, which corresponds to the magnitude of the first post-

t sampler overhead. 

the size 

of the trailing ISI in an iterative manner. In the first phase, loop updates are filtered by 

the (dn-1,dn)=(1,1) criterion to lock dLev to the 1+α level, and in the second phase, 

updates are filtered by (dn-1,dn)=(0,1) to lock to the 1-α level. During these two phases, 

the equalizer only compensates for the error caused by ISI taps other than the first trailing 

tap, as shown in Figure 5.11. 

In order to find the required threshold value, the first step is shown in Figure 5.11a, 

where the reference loop locks dLev to the (1,1) level, and in Figure 5.11b, where dLev 

locks to the (0,1) level. Sampler thresholds are then offset by the extracted magnitude of 

the trailing ISI, 0.5*(dLev(1,1)-dLev(0,1)). 

 ISI is found at the point when all other ISI has been minimized by the 

cursor ISI tap, as in Figure 5.8. 

Instead of forming the indicator function and filtering the error signal and loop 

updates (for both dLev and equalizer taps) with bit values that form the current received 

symbol, we can apply data filtering with the current and past bit in order to lock the dLev 

to one of the four signal levels (±1±α), present in a one tap binary DFE system, see 

Figure 3.8. This filter is very similar to data filtering for PAM4 equalization. A similar 

algorithm, but without data-based update filtering, was proposed for one-tap DFE by 

Winters and Kasturia [123] and incurs significan

Using just one adaptive sampler and data based update filtering we estimate 

Equalization and locking phases one and two are interleav that the optimal 

value of trailing

ed such 
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transmit equalizer and long-latency feedback equalizer (reflection canceller). This is 

necessary since the absolute magnitudes of the main and trailing ISI tap change due to 

rescaling which maintains the peak power constraint in the transmitter. The final sampler 

threshold is extracted at the end, when equalizer taps have converged, as illustrated in 

Figure 5.11c,d. 

 

2α

 

Figure 5.11: Joint equalization and extraction of the trailing tap magnitude. Plots are 
based on simulation using the measured pulse response, Figure 5.16a, obtained with the 
adaptive sampler; symbol time is 200 ps. a) Locking of dLev to (1,1) level – eye as seen 
by the upper sampler in Figure 5.8, b) Locking to (0,1) level – eye as seen by the lower 
sampler in Figure 5.8, c) Final locking point of dLev to (1,1) level after equalization, d) 
Fina
by t

 of the loop-unrolled partial-response signal, 

sync

l locking point of dLev to (0,1) level after equalization. Sampler thresholds are offset 
he extracted final magnitude of the trailing ISI 0.5*(dLev(1,1)-dLev(0,1)) (dashed 

line). 

In addition to the adaptive equalization

hronizing the receiver with such a multi-level signal is challenge that must be met. In 

the next section we first describe the CDR algorithms for classical multi-level signaling, 
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like PAM4, and then we show how to reconfigure this CDR for partial-response one-tap 

loop-unrolled systems. 

5.3 CDR Techniques for Multi-Level Modulation /  
Loop-Unrolled DFE 

In a link with dual-mode PAM2/PAM4 operation, we need to design a flexible CDR that 

uses the optimal transitions available for clock recovery in either PAM2 or PAM4 mode. 

The complete set of PAM4 transitions, shown in Figure 5.12, consists of three minor 

transitions (smallest change in voltage level possible), one major transition (largest 

change possible), and two intermediate transitions for a total of six different transition 

types.  
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Figure 5.12: Optimal PAM4 and PAM2 transitions for two times oversampled CDR. (a) 
All possible transitions, (b) minor transitions, (c) simultaneous LSB/MSB transitions, and 
(d) the major transitions. Group (c) has undesirable timing distributions at the LSB slicer 
thresholds and its timing is ignored in PAM4 mode [39]. 

If a conventional two-times oversampled zero-crossing CDR [64] is used to recover 

the clock on an uncoded PAM4 signal, the CDR loop can have very large dither because 

the distribution of edges is multi-modal at the zero crossing (i.e. MSB sampler threshold). 

There are three distinct zero-crossing regions, as shown in Figure 5.12a. Similarly, the 

offset LSB sampler thresholds also contain three distinct crossing regions. Such 
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distributions can cause increase in CDR dither jitter, or worse, static phase offsets, if the 

data pattern exhibits a predominance of one transition type over another. 

In this design, implemented by Jason Wei, the optimal transitions, those in Figure 

de, the 

either the MSB or LSB, Figure 5.12b, are also included, while the transitions with 

5.12b and d, are used for clock recovery depending on the link mode. In PAM2 mo

MSB major transition, Figure 5.12d, is used. In PAM4 mode, the minor transitions of 

skewed crossings, Figure 5.12c, are ignored. By eliminating the transitions that cause bi-

modal threshold crossing distributions we minimize both clock jitter and phase offset.  

The CDR logic that eliminates the unwanted transitions edge exclusion is shown in 

Figure 5.13. All MSB and LSB edge and data samplers are used. Adequate density of 

optimal transitions is assured through means of scrambling or coding [128]. 

 

Tran(2PAM) = MSBTran

Tran(4PAM) = (LSBTran * MSBTran) + (MSBTran * LSBTran)

Majority
Voter

CDR clk
MSB
TranDet

LSB
TranDet

CDR
transition
selection

2PAM/4PAM Mode

Early/Late

Tran Phase
Mixer

Tran(2PAM) = MSBTran

Tran(4PAM) = (LSBTran * MSBTran) + (MSBTran * LSBTran)

Tran(2PAM) = MSBTran

Tran(4PAM) = (LSBTran * MSBTran) + (MSBTran * LSBTran)

Majority
Voter

CDR clk
MSB
TranDet

LSB
TranDet

CDR
transition
selection

2PAM/4PAM Mode

Early/Late

Tran Phase
Mixer

Majority
Voter

CDR clk
MSB
TranDet
MSB
TranDet
MSB
TranDet

LSB
TranDet
LSB
TranDet
LSB
TranDet

CDR
transition
selection

2PAM/4PAM Mode

Early/Late

Tran Phase
Mixer

 

Figure 5.13: Dual-mode PAM2/PAM4 CDR logic eliminates transitions with poor timing 
information [39]. 

In the most recent version of our link [81], we extend the transition filtering CDR for 

PAM4, to PAM2 mode with loop-unrolled one-tap DFE. By noting that in PAM4 mode 

transition filtering is done on two-bit symbols, we can reconfigure the PAM4 CDR to 
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partial-response CDR by filtering the transitions based on the pairs of current and 

preceding bits. 

We have already seen in Figure 5.8 and Figure 5.11 that the presence of the trailing 

tap of ISI causes the received signal to have four levels, similar to PAM4 albeit non-

uniformly separated. The transitions from one level to another are guided by the values of 

the future, current and immediately preceding data bits, as shown in Figure 5.14. These 

transitions form two distinct modes or principal zero crossings, denoted by arrows in 

Figure 5.14. In order to avoid this bi-modal behavior, we could filter out one type of 

transition by filtering the edge crossings in the clock and data recovery (CDR) block.  
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Figure 5.14: Bi-modal transitions in 1+αD channel: first mode (1,1)→(1,0) and 
(0,0)→(0,1), second mode (0,1)→(1,0) and (1,0)→(0,1). 

Since edge filtering decreases the probability of CDR updates and puts additional 

constraints on the first-order CDR loops in plesiochronous systems, as we said earlier, we 

response mode of operation, we make use of these lsb edge samplers, offsetting them by 

the 

use lsb edge samplers to make use of minor transitions in PAM4 mode. In the partial 

magnitude of the trailing ISI and align the edge slicing timing as shown by the left 

arrow and three dotted levels in Figure 5.14. In this way, no transitions are lost and the 

rate of CDR updates is maximized. 
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The clock and data recovery front-end remains the same as in the PAM4 case. Three 

edge samplers provide tentative early/late information, while the transition filtering 

section either uses lsbn(+/-), msbn, lsbn-1(+/-) and msbn-1 data in PAM4 mode, as shown in 

Figure 5.15a, or msbn, msbn-1 and  msbn-2 in PAM2 partial response mode, as shown in 

Figure 5.15b. 
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Figure 5.15: Generation of early/late updates in 2x oversampling CDR loop, in: a) PAM4 
mode and b) PAM2 mode with partial response DFE. 

5.4 Experimental results 

In order to understand the quality of the channel, we can use the adaptive sampler to scan 

out the pulse response of the whole channel as seen by 
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bandwidth limitations in the receiver. In Figure 5.16a, we show the pulse response before 

equalization with 200 ps symbol time samples denoted as dots. We see that both pre and 

post-cursor dispersion ISI components are very big, but we also have some reflections at 

longer latencies.  
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). 

e response equalized with transmit pre-emphasis 

with the pulse response equalized by jointly using transmit pre-emphasis and one-tap 

Figure 5.16: E-scope, [109], of the pulse response: a) unequalized, b) Comparison of 
transmit equalized pulse for one-tap DFE and a fully transmit equalized pulse. Dots 
indicate symbol spaced sample points (symbol time is 200 ps

In Figure 5.16 we compare the puls

DFE with loop-unrolling. As we mentioned earlier, transmit pre-emphasis only creates 

the partial-response signal by leaving out the first post-cursor tap, which is then 
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compensated for at the receiver. Not using pre-emphasis to cancel the first post-cursor tap 

saves some signal energy at lower frequencies and results in a higher main sample, as 

shown in Figure 5.16. The pulse response equalized for one tap DFE at 5 Gb/s, 26” FR4 

channel, is about 60 mV (40%) larger than the fully equalized pulse, due to the peak 

output power constraint in the transmitter. 
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Figure 5.17: Comparison of bit error rate (BER) vs. receiver noise margin for fully 
transmit-equalized link and transmit-equalized with one-tap DFE, b) Statistical shmoo of 
the eye diagram as presented to the positive lsb sampler for one tap DFE. 

lo
g 10

e 
pr

ob
ab

ili
ty

 d
is

tri
bu

tio
n)

(v
ol

ta
g

 



CHAPTER 5. EXPERIMENTAL SYSTEM 109

In Figure 5.17a we compare the BER versus signal margin for the two equalization 

schemes. The transmit pre-emphasis with one-tap DFE has around 25 mV better voltage 

margin at BER of 10-10. The steep slope of the BER vs. noise margin curves suggests that 

random noise components (jitter and voltage thermal noise) are relatively small and that 

ISI is still the most dominant error term. 

It is interesting to observe the shape of the equalized eye in a loop-unrolled DFE 

scheme, Figure 5.17b34. While not as symmetric as a fully equalized PAM2 eye, it is 

actually slightly more robust to jitter. Measured peak-to-peak jitter from the 2.5 GHz 

recovered clock shows that CDR dither decreases from 14 ps to 5 ps when one-tap DFE 

is used instead of full transmit pre-emphasis. The tri-modal edge distribution present in 

fully-transmit-equalized PAM2 is partially avoided in the one-tap DFE scheme since the 

first post tap of the transmit pre-emphasis is not significantly engaged. Inherent PLL jitter 

was 26 ps peak-to-peak. 
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Figure 5.18: Comparison of the measured and predicted link BER as a function of voltage 
margin. The predicted BER was calculated by using a link system model and analysis in 
Chapter 4. 

We used these jitter and CDR dither numbers to predict the BER o  

function of voltage margin by using link models and analysis in Chapter 4. Then, we 

f the link as a

                                                 
34 This is only a half of the whole eye, i.e. a positive conditioned eye centered around +thresh, refering to 
Figure 5.8. 
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com

a data rate of 5 Gb/s.  

p, and Figure 5.19b shows learning curves of the four transmit 

pre-emphasis taps. 

pare these predictions with the BER measured for different voltage margins and 

confirm the accuracy of the link models that we created. Figure 5.20 shows the measured 

and modeled bit-error rate for a given voltage margin of the link. The red dots indicate 

measured data and blue curve is the link model. The link was set to PAM4 mode with 3 

taps of transmit equalization active, with 

We see that there is a good agreement at low BERs, which is desirable, since links 

normally operate in this region. The reason why we have small disagreement for low 

BERs is due to fundamental limitation of our measurement procedure – we could not read 

off errors from time intervals that are shorter than those corresponding to BERs of about 

10-3, hence we see the saturation of measured results at BER of 10-2. 

In addition to these results, we also measured the convergence properties of the 

implemented dual-loop adaptive algorithm. Figure 5.19a shows the learning curve of the 

reference level (dLev) loo
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The measurements in Figure 5.20 show that the equalization algorithm is stable for a 

relat

Figure 5.19: Measured learning curves of the dual-loop adaptive algorithm: (a) Reference 
level dLev loop, (b) Four taps of transmit pre-emphasis. 

ively wide range of update speeds of one loop with respect to another. In Figure 

5.20a, we show the learning curves of the reference level loop, while changing the speed 

of that loop to be an order of magnitude slower or faster than the pre-emphasis loop.  
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Figure 5.20: Dual-loop adaptive learning curves for different speeds of the dLev and 
equalizer tap loops, PAM2 at 5 Gb/s over 20” FR4. Updates are filtered on received data 
being high (since the adaptive sampler tracks the positive signal level) and then bl
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With a faster reference level loop, we see that the loop catches up with the signal faster, 

but then descends following the attenuation of the signal due to convergence in the 

transmit pre-emphasis loop. The corresponding convergence of the transmit pre-emphasis 

is shown in Figure 5.20b. 

To complete the link analysis, we also experimented with the full link adaptation 

using a back-channel [58]. The common-mode back-channel swing can be adjusted to 

provide a tradeoff between forward-channel signal integrity and back-channel noise 

immunity. In this back-channel design, a packet is dropped when an error in 

synchronization or a parity error is detected. 

While packet error and drop rates are important for reliable transmission of various 

configuration and link information data, it is interesting to note that theoretically for 

adaptive algorithm convergence it is only necessary to have an error rate of less than 

50%. The packet drop rate only influences the total adaptation time.  
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Figure 5.21: Transmit pre-emphasis tap convergence: a) Back-channel swing of 25 mV 
with packet drop rate of 2% and packet error rate of 3%, b) Back-channel swing of 
18.75 mV with packet error rate of 8% and packet drop rate of 63%. 

For example, the packet drop rate decreases nearly two orders of magnitude when 

back-channel swing is increased from 18.75 mV to 25 mV, so adaptation time improves 

rapidly. To illustrate this effect, we plot the convergence of transmit pre-emphasis taps as 
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a function of the number of sent updates for these two backchannel swing amplitudes in 

Figure 5.21. 

These plots indicate that efficient adaptation is still possible even at very low back-

channel amplitude. Very reliable back-channel communication can be achieved for back-

chan

etectable by our measurement setup. 

neration high-speed 

link that attacks the band-limited communication problem from a system perspective. The 

link was built according to the specifications obtained from the system level optimization 

and analysis, where the design space was explored to find the link architecture that can 

achieve the required 5-12 Gb/s performance with the least complexity. 

The link features dual-mode PAM2/PAM4 operation in order to achieve the desired 

performance over a wide range of backplane channels. Because of this variety of channel 

characteristics and slowly time-varying channel properties, the link was designed as a 

self-sufficient, fully adaptive system. 

A modification of the adaptive equalization algorithm from Chapter 3 that includes 

data filtered updates enables algorithm implementation by adding just one additional 

sampler to the receiv fro -end. With a similar data fil nique this modified 

tial-response binary 

sign

both PAM4 and PAM2 partial-response signals.  

nel swings of 50 mV and higher. 

Even at the largest available back-channel swing of 100 mV, there was no 

measurable impact on the noise margin of the forward channel at a target BER of 10-12. 

This indicates that the noise induced by the back-channel on the forward channel is less 

than 2 mV – the minimum change in margin d

5.5 Summary 

In this chapter we focused on the practical issues in building a next ge

er’s nt tering tech

algorithm is extended to work with the partial-response signals needed for one-tap 

loop-unrolled DFE.  

Owing to the similarities between the PAM4 and one-tap par

al, a new receiver architecture adds one-tap loop-unrolled DFE for PAM2 to the 

existing PAM4 receiver with minimum hardware overhead. This hardware 

reconfiguration approach is also used in the CDR loop that is re-designed to work with 
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A very important feature is the ability of the link to self-configure/adapt itself to the 

channel without requiring the external communication channel, due to the large number 

of li

ate the update and control information back to the 

tran

annel 

swings down to 25 mV. With swings of 50 mV, the back-channel proves to be relatively 

ol information, with packet error and drop rates of less than 10-3. 

el voltage margins was observed even for 

ults to verify and 

calib

sign also proved that our models are capturing the 

mos

nks within a router. For that reason, as we mentioned earlier, the adaptive link also 

contains a common-mode back-channel which uses the same pair of wires as the 

differential forward link, to communic

smitter. The back-channel is designed to be low-speed and with more relaxed BER 

requirements than the forward channel in order to minimize its impact on the 

performance of the forward link and have negligible power and complexity overhead. We 

have seen that adaptive equalization works without convergence issues for back-ch

reliable even for contr

No significant impact on the forward-chann

back-channel swings of 100 mV. 

Experimental results show that the adaptive algorithm converges nicely for a wide 

range of update speeds for both the reference level and equalizer loops. They also show 

the performance advantage of joint transmit pre-emphasis and one-tap loop-unrolled DFE 

when compared to transmit pre-emphasis alone. We used the chip res

rate the link system model. 

All the techniques used in this chapter allowed the implementation of a next 

generation link that efficiently deals with band-limited backplane channels, enabling data 

rates between 5 and 12 Gb/s. This de

t important link impairments. As we have seen in Chapter 3, these models also 

indicate that these baseband data rates are still very far from the capacity of backplane 

channels. In the next section we will try to conclude this work by addressing the power 

and complexity issues in further scaling of link data rates. 

 

 



 

 

Chapter 6  
 
Conclusions 

Dur

es. In this new regime of operation, current and future 

link

g over band-limited channels, 

conventional communication solutions cannot meet the added constraints of low BER, 

peak power and high symbol rates. Modifying those approaches to our problem is critical 

to creating an effective optimization framework. 

In these systems, the most important parameter to track is the effective noise and 

interference that the receiver sees. Since most of the noise and interference in this system 

are not unbounded Gaussian noise, it is critical to characterize them accurately by looking 

ing the 1990’s, link performance scaled dramatically by treating I/O wires as 

transmission lines, and using on-chip parallelism (multiplexing transmitters and 

de-multiplexing receivers) and PLLs to rapidly scale the bit rate CMOS circuits could 

support. We have scaled links so well that we are now running into the intrinsic 

frequency limitations of the wir

 design requires a strong coupling between high-speed circuit design, digital 

communications, and optimization, and while it leverages results from all of these areas, 

its constraints are sufficiently different that new solutions need to be created. 

Equalized baseband signaling is the current approach to addressing this bandwidth 

limitation. Groups have suggested different approaches like PAM2 with DFE, multi-level 

PAM modulations with 2-3 bits per symbol, transmit pre-emphasis etc. While this is 

similar to the standard communication problem of signalin

115 



CHAPTER 6. CONCLUSIONS 116 

at both statistical distributions and correlation. This dissertation presented one such link 

system model that includes the effects of timing, voltage noise and interference including 

the impact of the CDR loop. 

Fortunately, the resulting system model is convex, allowing us to estimate both the 

capacity limits and the practical data rate limits for a number of backplane channels using 

a convex optimization framework. While the effective bandwidth of these channels is 

z, the capacity and integer constellation data rates are relatively 

 problem lies in achieving these high data rates in a practical 

stem. 

s, the power/complexity constraints limit our ability to 

m increasing the data rate either by increasing the symbol 

rate or by using more bits/symbol (since the required SINR grows rapidly with larger 

signal constellations). While timing jitter and slicer sensitivity are not currently limiting 

n will scale 

muc

iciency of data transmission in baseband 

link

limited to less than 10 GH

high (40-100 Gb/s). The

sy

In these practical system

cancel ISI, preventing us fro

the link performance, they are not far behind ISI as limiting error sources. Even if we 

could cancel all ISI, our data indicates that both timing jitter and slicer sensitivity would 

limit the data rate of baseband links to less than ¼ of capacity. 

A big problem is that even to achieve these bounds, we can no longer rely on 

technology scaling to overcome the power/complexity constraints. Normally we could 

count on technology scaling allowing us to continue to increase link complexity and build 

better equalization techniques with each scaling step. While this is still true to some 

extent, since supply scaling will be limited in the future, the power per functio

h more slowly than it did previously. This means that the complexity of the links will 

scale more slowly, and if we only extend the baseband link approach, link data rate 

scaling will slow down. 

The key to avoiding this innovation slow-down will involve the application of other 

digital communication ideas to high-speed links. One way is to limit the ISI by 

partitioning the channel into different frequency bands. 

In Section 6.1 we first address the energy eff

s, while in Section 6.2 we look at multi-tone signaling as a possible way to continue 

data rate scaling of links by decreasing this energy cost per bit. 
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6.1 Data Rate Scaling in High-Speed Links 

Energy cost of data transmission is a very important metric in high-speed links due to 

pote

 links. 

ntial integration of a large number of links onto chips with a limited total power 

budget, such as switch chips in routers or microprocessors with high-speed I/O. Since 

scaling of link data rates is directly dependent on our ability to scale the complexity of 

the links, in this section we will first show the details of the link energy consumption per 

function, and then try to establish some rules of thumb about the scaling of data rates in 

baseband

The energy cost of data transmission is usually measured in mW/(Gb/s). Figure 6.1 

shows the energy cost for different link components that were taken from the design in 

[39,81]. 

0.3

11.0

8.0

2.2
1.0 0.45

5.5
4.0

5.9

1.5

TxTap

En
er

gy
 c

os
t p

er
 b

it 
[m

W
/G

b/
s]

RxTap RxSamp PLL CDR

PAM2
PAM4

 

Figure 6.1: Energy cost of link components in mW/(Gb/s) for a 0.13 µm CMOS design 
running at 1 V. TxTap is cost per transmitter precoder t
tap, RxSamp cost of sampling front-end, PLL cost of the phase-locked loop and CDR is

ap, RxTap per feedback equalizer 
 

the c

back equalization tap due 

to the larger size of the transmitter devices required to drive the desired output power. At 

ost of the clock and data recovery loop. 

A transmit pre-emphasis tap is more expensive than a feed
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the receiver, the size of the feedback taps can be smaller since the channel already 

attenuates the received signal. It is also interesting to note in Figure 6.1 that the cost of 

differential system the output power provided by a current-mode driver is 

fixe

the pre-emphasis and feedback equalizer taps increases with the number of levels of 

modulation (due to thermometer coding), while the cost of the supporting blocks like 

synchronization (phase-locked loops and clock and data recovery loops) drops due to 

lower symbol rate requirements for the same data rate. Another component of power 

dissipation is the transmitter output power component, which is in fact the signal power 

that the transmitter delivers to the line. With ±500 mV peak output swing in the 

transmitter, in a 

d to 20 mW, regardless of data rate. 
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Figure 6.2: Energy cost of baseband architectures at different modulation levels. We start 
from implemented link architecture with PAM4 and 5 taps of transmit pre-emphasis and 
10 taps of reflection cancellation in the receiver, and then extrapolate the power numbers 

architectures vs. data rate, for PAM2 and PAM4 modulations. The data indicates that for 

to several different baseband architectures: PAM2 5 taps in transmitter, one-tap loop-
unrolled DFE with twenty taps of reflection cancellation, PAM4 5 taps in transmitter and 
20 taps of reflection cancellation in the receiver and also with 50 taps in the transmitter 
and 80 taps in the receiver. 

Using the data from Figure 6.1, and achievable data rates for different architectures 

from Figure 4.20 and Figure 4.21, we plot in Figure 6.2 the energy-efficiency of different 
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architectures with large number of taps, multi-level techniques are less energy efficient, 

since multi-level taps are more costly (due to thermometer coding), while for 

architectures with a small number of taps, multi-level architectures are more efficient 

since they decrease the amount of energy that is consumed in the supporting part of the 

link (for synchronization and clock generation). 

The curves in Figure 6.2 are given for current state-of-the-art 0.13 µm CMOS 

technology. Conventional CMOS technology scaling assumes cubic energy scaling 

(quadratic in supply voltage and linear in capacitance). However, supply voltage scaling 

is severely limited in future technologies by transistor leakage, hence energy will most 

likely scale linearly with feature size due only to capacitance scaling. 

This scaling limitation means that complex high-speed links will be pushed further in 

the future depending on the scaling of the device feature size. For example, reading from 

Figure 6.2, the energy efficiency of the next generation links, which operate in the 5-12 

Gb/s range, is about 30 mW/(Gb/s) in 0.13 µm CMOS technology. Moving the data rate 

up to 20 Gb/s in baseband links requires nearly fourfold increase in mW/(Gb/s). If 

voltage scaling stops it would require us to scale the technology to 30 nm to reach the 

same cost per bit as today’s 10 Gb/s links. 

This means that baseband links will not be able to increase in complexity fast enough 

to keep up with desired increases in data rates. As energy is likely to stay a key constraint 

in the future, we need to design links using alternative digital communication techniques 

that are more energy-efficient in dealing with ISI in band-limited channels. 

6.2 Future Work 

ls on a variety of backplane channels. This fact, coupled with 

desire to avoid expensive DS

From history lessons on modems and DSL, we know that multi-tone systems are the most 

efficient in mitigating the ISI. Our analysis of the capacity of backplane channels [124] 

indicated that usable signaling bandwidth in backplane links is up to 10 GHz with fairly 

wide (1-2 GHz) sub-channe

L-like digital implementations, led us to consider the 

modification of one of the earliest multi-tone implementations [125], i.e. analog 

filter-bank multi-tone. 
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In this system, each baseband link is loaded with the maximum possible number of 

bits and upconverted to its corresponding passband using a local oscillator. By adapting 

our baseband link system models to this MIMO system, we were able to show in a 

preliminary analysis [124] that by using the enhanced analog filter-bank multi-tone 

system, it is possible to nearly double the data rates of today’s baseband links without 

pow

components on the 

othe

create the needed innovative solutions. This 

thes

 

er penalty. 

The biggest issue in this system is in balancing the effects of sub-channel ISI and 

inter-channel interference (ICI). This balancing involves complexity and performance 

tradeoff analysis between the hardware costs of transmit pre-emphasis, pulse shaping, 

and feedback equalization on one hand, and analog filters and RF 

r. There are many possible configurations, and this direction in link design presents a 

very rich area for future research. 

As we add more complexity to links to achieve higher data rates over the same 

bandlimited channels, scaling link performance becomes increasingly difficult, but it is 

not impossible. It is a perfect example of an area that will require combining 

sophisticated mathematical tools and analysis with a deep understanding of the 

capabilities of scaled CMOS circuits to 

is has taken the first step, by creating a model for baseband links, and showing how it 

can be optimally solved using convex optimization, and sub-optimally solved using a 

simple sign-sign LMS algorithm. Our challenge now is to extend these techniques to 

multi-tone systems to allow us to continue link data rate scaling. 

 



 

 

Appendix A  
 
Noise Correlations 

In this section we briefly derive the autocorrelation functions for several error sources, 

such as residual ISI, equalizer quantization noise and error in equalizer settings from the 

channel estimation. Using the link model framework from Chapter 3, we first calculate 

the autocorrelation of the residual ISI after equalization, Equation (A.1). 

 

[ ] ⎥
⎦

⎤
⎢
⎣

⎡

−
−⋅=

∆

×
×∆ T

m
max diagw

diagwEmR
ISI )))1(((

00))1(()( 1
1 IP

IP  (A.1)

 

Next we calculate expressions for equalizer quantization noise, assuming that the 

quantization error of each coefficient is uniformly distributed in the interval 

[-∆w/2, +∆w/2]. Since the quantization errors are independent and identically distributed, 

the autocorrelation of the quantization noise at the output of each of the equalizer taps is a 

delta pulse, as shown in Equation (A.2). 
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After propagation through the channel, the autocorrelation of the received noise 

becomes as in Equation ((A.3)) 
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where p is a sampled pulse response vector and L is the number of equalizer taps. 

e proportional error may result from improperly set 

ase there is an error in channel estimation, we can represent 

as in Equation ((A.4)). 

Similarly, if we assume that som

equalization coefficients in c

it 

 

1(~
iii ww )⋅= δ+  (A.4) 

 

The resulting autocorrelation at the receiver is shown in Equation (A.5). 
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With fixed and proportional noise from the transmit equalizer, represented in 

Equations (A.3) and (A.5) we can model the impact of any kind of quantization or 

estimation noise in the equalizer on the performance of the link. 

 

 



 

 

Appendix B  
 
Carrier Jitter (Phase Noise) 

Carrier phase noise is present in a possible multi-tone implementation of a high-speed 

link and induces some crosstalk between the real and imaginary parts of the signal. We 

also use it in the capacity calculations in Chapter 3, as a phase noise of narrowly spaced 

tones in a capacity-achieving multi-tone scheme. 

 

(B.1)

 

where ωc is the carrier frequency, H(jωct) is the channel response at the carrier frequency, 

aTX is the magnitude and ϕaTX the phase of the transmitted symbol, and θTX
noise and θRX

noise 

transmitter and receiver carrier phase noise, respectively. 

The phase noise term in Equation (B.1) results in mixing of the real and imaginary 

parts of the signal, which causes signal proportional noise with autocorrelation: 

 

In narrow-bandwidth communication, the received signal can be represented as a 

function of the transmitted symbol, channel frequency response and carrier phase noise in 

transmitter and receiver 

)()(
RX
noise

TX
noiseTXa jj

TXc eeatjHx θθϕω −=  
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( ))()()()( 2 mRmRtjHEmR RX
noise
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pn cax θθ
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where Ea is the average transmit alphabet energy and Rθ
TX

noise(m) and Rθ
RX

noise(m) are the 

autocorrelation functions of transmitter and receiver carrier phase noise. 

 

 



 

 

Appendix C  
 
General MIMO System Formulation 

In this appendix we will describe a general formulation for a link system with transmit 

pre-emphasis. Although we will present here the derivation from our previous work [45], 

where this general formulation was used in the context of a time-multiplexed link (TDM), 

the same multiple-input multiple-output (MIMO) structure can be used for FEXT 

cancellation and frequency-multiplexed multi-tone links with transmit pre-coders (FDM) 

[124]. While system structures remain the same among these different cases, care has to 

be taken to properly identify all the elements of the channel matrix, depending on the 

type of the problem. In this section we will focus first on the channel matrix formulation 

for a TDM link system, but once the channel matrix is formulated, the pre-emphasis 

derivations are applicable to any kind of MIMO system. 

Before we engage in a detailed system model, let us first describe the link [28] for 

which the model was created. As shown in Figure C.1, the transmitter consists of eight 

time-multiplexed 8-bit DACs, in groups of two, clocked from the transmitter PLL 

through the phase adjusters. The receiver consists of eight time-multiplexed 4-bit ADCs. 

The phase adjusters in the receiver synchronize each ADC (with a sampling rate of 

1 GS/s) with one of the transmitting DACs, thus achieving an aggregate sampling rate of 

8 GS/s. 
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As we have seen in Chapter 1, the fundamental reason for performing TDM is to 

avoid the on-chip clock frequency limit in current CMOS technology. However, this 

significantly increases the parasitic RC filtering at the transmitter output/receiver input, 

as we discussed in Chapter 2, thus reducing the useful bandwidth of the link. In link 

implementation [28], an attempt is made to “distribute” the parasitic capacitance by 

insertion of inductors between each pair of transmitters and receivers in order to form a 

 in a manner analogous to distributed amplification [126]. 

tion extends the useful bandwidth of the link, effectively 

ithout any noise enhancement penalty. 

lumped LC transmission line

This form of analog equaliza

w
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vior of a lumped LC transmission line, the frequency 

response is dominated by second-order peaking. Evidently, the variation between 

transmitter responses is much smaller in the case without inductors than in the case with 

 
Figure C.1: Transceiver block diagram. 

A comparison of the lower and upper bounds of the “distributed” vs. the “non-

distributed” transmitter frequency response is given in Figure C.2. The data represents the 

FFT of the pulse response captured by a sampling oscilloscope after one meter of coaxial 

cable from point O, Figure C.1, in the experimental setup [28]. Large variations in the 

bondwire inductors result in significant differences between the TDM sub-channels. 

Instead of exhibiting the beha
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inductors. However, the useful bandwidth increase in the “distributed” case is apparent. 
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Figure C.2: Measured transmitter frequency response (envelopes of all 8 DACs) with and 
without inductors. 

Having seen the physical example of a distributed-TDM link, we can now first 

formulate the channel model for such a system, and then find the closed form and 

adaptive solutions for the MIMO transmit pre-emphasis filter, using the peak-power 

constraint at the output of every transmitter, as in Chapter 3. 

C.1  Mapping of the Distributed-TDM System to a 
MIMO System 

 general solution, the above presented system is 

map

In order to facilitate the derivation of a

ped to an NxN MIMO system, as illustrated in Figure C.3. Note that N is the number 

of TDM sub-channels that equals the number of ADCs and DACs. As shown earlier, the 

TDM sub-channels obtained from distributed-TDM may have considerably different 

characteristics. A TDM block consists of symbols x1(n) ... xN(n) that are transmitted 

sequentially in time via transmitters T1(z) ... TN(z). Receivers R1(z) ... RN(z) output the 

samples of the TDM block y1(n) ... yN(n). 
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Figure C.3: NxN distributed-TDM system. 

receiver MIMO model is characterized by the filters 

To illustrate the concept, a 2x2 case is shown in Figure C.4. The transmitter-channel-

22211211
,,, pppp . Assuming that a 

pulse is transmitted on the first input at time n, the noisy measured responses are 11
~p  at 

the first output and 21
~p  at the second output. The samples transmitted/received by a 

particular transmitter/receiver are shown in black (black dots) while the ones that are 

“skipped” are shown in grey (white dots). 
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Figure C.4: 2x2 multi-channel system with example channel response. 

(0)p~21
(1)p~21

(2)p~21
(3)p~21

 



APPENDIX C. GENERAL MIMO SYSTEM FORMULATION 129

Another way to view this mapping is that the samples of each TDM block are 

considered as a vector. This has the advantage of transforming a Single-Input-Single-

Output cyclo-stationary channel into a MIMO time-invariant channel. 

C.2  Equalization 

C.2.1 Problem Formulation 

The link described in previous section can be modeled as the MIMO system shown in 

Figure C.5, which includes transmit pre-emphasis filter, the channel, and receiver scaling 

necessary to restore the signal to known target levels, as we discussed in Chapter 3.  
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n1(n) -x1(n-∆1)
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output 
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Figure C.5: NxN MIMO system with transmit pre-emphasis filter and receiver scaling. 

The formulation used here is based on the NxN case of a system presented in [44]. A 

Minimum Mean-Square Error (MMSE) criterion is initially employed, and filters are 

assumed to have finite length. The response of the system from input k to output l at 

sample time n is given by: 

 

( )NklNjkljklklk (n)(n)x wP...wP...wPxT ++++= 11ˆ  (C.1)
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where [ ]T 1ν)(Lx ×++−−= )νL(nx...(n)x(n) kkk 1  is the data vector at input k, 

[ ]T
1L

w
×

−= )(Lw...)(w(n) jkjkjk 10  is the pre-emphasis filter from data input k to 

transmitter output j, and the channel convolution matrix Plj is defined as: 

⎥
⎥
⎥
⎤
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⎡
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)(p...

lj

ljlj

ν
ν

000
00
000

 

(C.2)

where the maximum ISI spread (measured in number of TDM blocks) for all Plj is ν, and 

the pre-emphasis filter length is L. The system is fully described by: 
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1N1LNLNν)(LNν)(LNN1N NWΨXx 2222 ×××++×× += (n)(n)(n)ˆ  (C.3)

 

where the channel matrix  is defined as: 

 

 Ψ

LNν)(LN 22P0
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⎣

⎡
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NLν)N(L
TT PPP ×+= NK1  

(C.4)

 

with [ ] NkkNkk KL 1,1 =∀= PPP , and the pre-emphasis filter W  is defined as: 

 

[ ] [ ]T

1LN
TT

2w...wW ×= N1 , 
T

1NL
TT w...ww ×= Nkkk 1  (C.5)

 

and the input data matrix X(n) is defined as: 
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NXXX = (n)(n)(n) N...1 ν)(LN2 +× , 
x0

x

+

⎥⎢
⎡

(n)

The noise vector N

 

(n) represents static and dynamic voltage domain noise as well as 

static and dynamic time domain noise mapped to the voltage domain, as modeled in 

Chapter 2. The unbiased error is defined by 

 

( )1NNN1N1N xg∆xe ×××× −−= )(ˆ)(1)( nn
E

n
x

 
(C.7)

where g is an NxN diagonal matrix with diagonal elements equal to 

 

Nigi ...1, =∀

ons include no bias. 

, 

where gi is the scaling required at receiver i, so that the decisi xE  is 

the average symbol energy, the vector of delayed transmitted data is 

[∆x ∆−∆−=− (.)()( 11 NN nxnxn ]T
N1×).. , and∆  is a vector containing the 

decision delays of the corresponding inputs.  

The total mean square error, Equation (C.8), represents the sum of the inverse of 

Signal-to-Noise Ratios (SNRs) and hence directly reflects the performance of the 

system.35

 

( )1NN1 e ×× )()( nn  (C.8)Te= Eξ

At this point, it is useful to observe the duality between receiver equalizatio ] 

and transmit pre-emphasis. While receiver equalization attempts to flatten the frequency 

response with an effective gain of one, transmit pre-emphasis with an output range 

sponse at a level below the biggest channel 

                                                

 

n [12

constraint attempts to flatten the frequency re

 
35 Summing the elements of the vector objective is just one of the ways to regularize the vector objective 
function [84] such as the vector MSE function at the outputs of the MIMO system. Given the tight BER 
constraints on link systems, one of the other regularization methods would be to minimize the maximum 
MSE across channels. 
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attenuation. Similar to the well-known noise enhancement problem related to receiver 

equalization, the noise at the receiver is r atively amplified due to the signal attenuation. 

Retaining only the part of the noise that is independent of the data signal, having 

variance , Equation (C.8) is expanded to: 

el

2
totalσ

 

{ }
0SNR

where the scaling matrix G is defined through the expression TTT =(n) . 

Also, the vector 

2

2
tr

N
g

WGΨGΨWIGΨW TTTT
∆

TTT ++−=ξ  
(C.9)

 

(n)TXGgX

[ ]
ν)(LN1∆ 210...0...0...100...01I

+×
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N∆∆∆ 21
 

 delay, where the vector represents the system [ ] ν)(L11 +×= 0...010...0∆l

l

 has a 1 

at position , and 1+∆ 2
0 totalx

It may seem that an alternative approach to obtaining a solution to this problem is to 

ver, suc  a method ignores the basic fact 

that the channel and equalizer matrices do n

/ESNR σ= . 

determine the well-known receiver equalizer, and subsequently place it at the transmitter 

(possibly combined with proper scaling). Howe h

ot in general commute. If the equalizer is 

equa

ro-forcing. Moreover, MMSE Linear Equalizer (MMSE-LE) solutions have 

been shown to be more desirable than Zero-Forcing Linear-Equalizer (ZF-LE) in 

circumstances of high interference. 

C.2

following must hold: 

l to the inverse of the channel (perfect zero-forcing), then under some assumptions 

the matrices may commute. Finite-length implementations cannot generally achieve 

perfect ze

.2 Optimal Solution 

The equalizer design may be formulated as an optimization problem, where the objective 

is the minimization of Equation (C.9). This problem is subject to two sets of constraints. 

First, the receiver scaling must be such that the decisions are unbiased. Therefore, the 
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Nkg T
kkk k

K1,1∆ =∀=1Pw TT  (C.10) 

 

which implies that: 
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TTTT IGΨW . (C.11) 

 

Then, Equation (C.9) becomes: 
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, the peak itted signal on each of the outputs must be constrained: 
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(C.13) 

 

The filter design is expressed as an optimization problem involving the minimization 

of Equation (C.12) subject to the constraints of Equation (C.13). It appears that optimal 

closed-form solutions are impossible to obtain. In Chapter 3 we have already seen that 

this kind of optimization problem, although appears as a standard non-convex fractional 

quadratic programming problem, is really quasi-concave (in SNR) and quasi-convex in 

the context of Equation (C.12), and has a globally optimal solution.  

 framework that we outlined in Chapter 3 can be used 

onstraints, including all link-specific noise 

at eventually lead to the adaptive formulation for the MIMO 

transmit pre-emphasis filter whose simplified SISO solution we presented in Chapter 3. 

At this point, the optimization

on this regularized MIMO cost function and c

sources. However, these optimization algorithms have very high computational 

complexity and we also want to investigate some sub-optimal solutions that can yield 

very simple adaptive structures. In the next section we show the derivation of the sub-

optimal algorithms th
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C.2.3 Sub-Optimal Solutions 

Two sub-optimal approaches are presented that are based on the above formulation and 

te to high SNR. These allow the implementation of simple LMS-type 

[105] adaptive algorithms, which are proposed in the next section. 

According to the first approach, which does not have a closed form solution, the 

inequality constraints in Equation (C.13) are substituted by equalities. This is equivalent 

of every pre-emphasis filter to be equal to the maximum 

transmitter range, thus transmitting the maximum available power into the channel and 

putting more strain on the pre-emphasis. 

With the second approach, one first finds the unconstrained ZF-LE (ZFEU) solution, 

and then scales all the transmit filters by the same amount obtained from the 

unconstrained pre-emphasis filter with largest peak output, as shown below: 

work well at modera

to forcing the maximum output 

 

))(~(max
...1 ZFEUjNj

ZFEU

h W
WW

=

= , ( ) T
∆

TTT IGΨΨΨW 1−
=ZFEU  

(C.14) 

 

The optimal delay ∆I  vector in Equation (C.14) is determined from the set of delays 

[ ]N∆∆=∆ ...1  that result in minimum total square error on each channel: 

 

( )( )( )T-1T ΨΨΨΨ1))(1(:)(maxarg −+++=∆ νν LjLjj diag  (C.15) 

 

C.2.4 Adaptive Solution 

] 

as shown in Figure C.1. The pre-emphasis filter tap adaptation is described below: 

While these sub-optimal closed form solutions have theoretical value, their mathematical 

complexity still makes them impractical for the implementation of a real high-speed 

system. However, both sub-optimal approaches, individual scaling and maximal scaling, 

Equations (C.13) and (C.15), can be implemented adaptively in a very simple manner 

using a modification of the multi-channel, multiple-error filtered-X LMS algorithm [106
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In the equations above, (n)U  is a filtered-X signal available in the transmitter, i.e. a 

 the signal without pre-emphasis that is received at the onoiseless copy of utput of the 

channel36. The difference between the two approaches lies in the scaling of the filter 

coefficients after each iteration, which is shown in Equation (C.19) for individual scaling 

and in Equation (C.20) for maximal scaling.  

The scaling values are adapted as shown below: 

 

( ) (n))(n)diag(
E)diag(

xn
n ex

g
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∂
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SE∂ n T2ˆ (C.21) 

 
36 This copy is called filtered-X since it is obtained in the transmitter either by convolving the symbols with 
estimated replica of the channel, or by alternating the equalized and un-equalized transmission and 
back to the transmitter the estimate of the un-equalized received signal. 

sending 
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(C.22) 

The scaling loop has to converge much faster than the equalizer loop, since it 

provides the reference for the equalizer update.  

 high-speed links, the algorithm is only intended to run when the configuration of 

the system has changed, and occasionally to adapt to variations of the tran  

environment. Therefore, convergence time is not a huge issue and the implementation of 

a delayed version of the above algorithm is possible. The delayed version of the 

algorithm updates the equalizer coefficients only when new error information is available 

from the receiver on the back-channel. As we have seen in Chapter 3, we can fu

simplify this MMSE algorithm into a ZFE algorithm by using the sign of the received 

equalized symbol as a component of the update equation, instead of the sign of the 

filtered-X signal. 

C.3 Experimental and Simulation Results 

This esult

oefficients of the pre-emphasis filters using 

the e setup uses PAM4 modulation and 

the peak transmitter output range is 750 mV, with L=1 to 4 taps per pre-emphasis filter 

and ν=4. 

To illustrate the channel-to-channel variations, pulse responses from all eight 

channels obtained in [28] are shown in Figure C.6. Clearly, not only are the ISI “profiles” 

distinct, but also the channel attenuation differs. 

 

In

smission

rther 

 section presents the r s of performance simulations with the channel data 

obtained from the experimental test-bed presented in [28]. The original system employed 

several algorithms for static noise correction and channel equalization, and operated at 

8 GSa/s with PAM2 and PAM4 modulation. 

The simulation environment obtains the c

adaptive algorithms from the previous section. Th
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Figure C.6: Overlaid pulse responses of the 8 TDM sub-channels. 

Learning curves of the total cost function ξ are shown in Figure C.7 for both 

individual scaling

V
]

 per channel and maximal scaling per channel, together with the cost 

function of scaled ZFEU with σtotal=4 mV, σjitter=6 ps, L=4.  
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Figure C.7: Cost function learning curves. 

Evidently, individual scaling performs slightly better than maximal. Adaptive 

maximal scaling converges to the scaled ZFEU solution with a misadjustment penalty, 

which depends on the convergence rate and the number of filter taps. The advantage of 

individual over maximal scaling is highly dependent on the type of the channel. In certain 

cases, the benefit of individual scaling is offset by the increase in residual ISI. 
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Learning curves for cost and scaling per channel are shown in Figure C.8. Notice 

that the scaling curves are a lot smoother and converge faster than the cost function. This 

is characteristic of the filtered-X algorithm, since the filtered-X value contains no noise 

information and hence is less robust to noise than the scaling loop at the receiver.  
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Figure C.8: Cost and scaling learning curves per channel. 

The performance of the system is illustrated in Figure C.9, for different L and noise 

values. Voltage domain noise is composed of thermal noise and voltage reference noise

e consists of the clock jitter having standard 

devi

g that the 

algorithms are trading noise for ISI.  

sample #

dB
]

dB
]

 

with noise power σtotal. Time domain nois

ation σjitter. After the taps are obtained from the simulation, the probability of error is 

estimated from the SNR value corresponding to the tap coefficients. 

Different jitter noise values do not affect the filter coefficients, since these are 

averaged over multiple runs. At high noise setting, the point of noise-ISI tradeoff occurs 

at smaller number of taps (L=3-4), than at lower noise setting, indicatin
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Figure C.9: Error probability (Pe) versus filter length, σjitter=6 ps. 

Both individual scaling and maximal scaling have similar performance on the 

presented type of system, with some advantage obtained with individual scaling. 

However, both algorithms offer similar performance to closed form solutions with 

significantly less computation. The residual non-averaged jitter noise limits the accuracy 

of the probability of error calculation method, especially for very low probability of error 

values that occur when a large number of taps is used.  

Another effect that was observed in the results is the non-monotonicity of the 

probability of error curve with the number of taps. This is attributed to symbol spaced 

equalization and jitter. As we have illustrated in Chapter 4, symbol spaced equalization 

does not have direct control over the width of the data eye. Hence, although more taps in

ranteed. It is possible in cases 

with

 

the filter mean less residual ISI, wider data eye is not gua

 dominant jitter noise to improve voltage margins with more taps, but degrade timing 

margins at the same time, and thus degrade the probability of error. 
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Appendix D  
 
Pre-Emphasis Scaling 

In this appendix we present an approximation to pre-emphasis tap rescaling for the 

adaptive algorithm in Chapter 3. This approximation results in a very simple hardware 

implementation. 

We can rewrite the update Equation (3.8), to reflect the re-scaling update with peak 

transmitter headroom constraint Wmax: 

 

1

max
1 )(

nn
nnn

updatew
W

updateww
+

⋅+=+  
(D.1) 

 

where updaten represents a vector of updates sign(en)sign(dn). 

The total required increase in headroom from the update is then: 

 

nupdateT
nwWnupdatenwresidualW ⋅=−+= )sgn(max1

. 
(D.2) 

 

To see the approximation more easily we first rewrite the Equation (D.1): 
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 is much smaller than Wmax we can approximate 

rder Taylor series expansion: 

 

Now assuming that Wresidual

Equation (D.3) with its first o
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4) can now be implemented in hardware very efficiently. We use binary 

addi

⎜
⎛
−⋅+≈ 1)( residuaW

updateww

tion to compute the sum wn+updaten, and simple XORs and adds to compute Wresidual 

from the sign of tap coefficients and update information. The ratio of Wresidual and Wmax 

can be approximated as right shift by log2(Wmax), i.e. a total number of bits in the transmit 

DAC, and a left shift by log2(Wresidual). Since Wresidual can be anywhere between – , 

where L is the number of taps, we can pre-compute the required left-shifts, and even 

perform dithering to better approximate the left-shift values. For example if Wresidual is 3, 

n. 

 to first update only 

the non-main taps and then re-adjust the main tap to maintain the total transmit 

headroom. 

 

L and L

we can alternate the left-shift between 2 and 4 during adaptatio

An alternative approach to tap scaling developed by Ho in [81] is
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