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Abstract

The growing demand for high-bandwidth communication between integrated circuit

chips calls for large numbers of high-speed inputs and outputs (IOs) per chip. IO

data rates have increased to the point where electrical signaling is now limited by the

channel properties. In order to achieve multi-Gb/s data rates, complex designs that

equalize the channel are necessary.

Using optics for chip-to-chip interconnections is promising since the optical chan-

nel dispersion and cross-talk are small. In this work we demonstrate the possibility

of building small and low-power optical receivers that facilitate large numbers of IOs.

A new double sampling/integrating front-end is proposed and implemented. Un-

like prior designs, this receiver removes the need for a gain stage that runs at the

data rate, making it suitable for low-power implementations. This front-end allows a

time-division multiplexing technique to support very high data rates. The dynamic

range of the integrating input node can be improved by a proposed decision-directed

common-mode control loop, which reduces the dependency of the dynamic range on

the power supply voltage.

The required receive clock can be generated in many ways. While the standard

oversampled clock recovery is possible, it needs extra clock phases in the middle of

main data samples. In order to reduce the power, a baud rate clock recovery technique

is proposed and implemented as part of a transceiver array test-chip. The resulting

transceiver consumes less than 150mW per channel at 5.0Gb/s in a 0.25µm CMOS

technology. If projected to a 90nm CMOS technology, 15Gb/s data rate and 30mW

power per IO are possible, which allow more than 10Tb/s chip-to-chip bandwidth,

with up to one thousand IOs per chip.
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Chapter 1

Introduction

In most applications today, integrated circuit (IC) chips need to communicate with

many other ICs or modules in the system [3] [4]. The increasing speed of on-chip data

processing and computation creates a growing demand for high-bandwidth input and

output (IO) on these chips [5]. The required bandwidth is achieved by both increasing

the signalling rate of each IO pin and increasing the number of IO pins on the chip.

Until recently, technology scaling facilitated faster transceiver circuits and on-chip

clocking, allowing IO rates to scale with the technology [6] [7]. Unfortunately, the

nature of the IO design problem has changed. Today internal circuits can run at

10’s of Gb/s, but the performance of the link is limited by the characteristics of the

channel - the electrical path from one die to the other. In order to achieve desired data

rates over existing channels, many multi-Gb/s links use complex signal processing to

get around the channel limitations [8].

Instead of continuing to increase the links complexity, a different approach for

scaling performance of IOs is to change the signaling method and the channel media.

The electrical loss in the copper wires has long motivated the use of optical fiber

communication for data transmission over long distances. Reduced number of ampli-

fiers in the signal path, higher bandwidth, improved signal-to-noise-ratio (SNR) and

effectively lower cost have made optical fiber communication the favored choice for

links longer than 10m.

The possibility of using optics for interconnection at short distances recently has

1



CHAPTER 1. INTRODUCTION 2

been a subject of considerable research and analysis [9] [10]. By providing a high-

capacity channel, optical signaling can potentially close the gap between the inter-

connect speed and on-chip data processing speed. This dissertation investigates the

challenges of designing electronics for short-haul optical links and proposes a num-

ber of solutions to enable optical IOs. We focus on techniques to design simple,

small and low power receivers suitable for dense parallel optical interconnects. In

order to achieve low power and area a novel receiver front-end using a double sam-

pling/integrating technique is proposed and the supporting circuits are presented.

This design facilitates a number of interesting solutions such as parallelism and de-

multiplexing, an efficient baud-rate clock and data recovery (CDR) and a decision

directed common-mode control technique to enhance the dynamic range of the re-

ceiver.

Although optical signaling involves electrical-to-optical (EO) conversion and vice

versa (OE), its large channel bandwidth can simplify the design of the transceiver elec-

tronics. The frequency dependent loss and dispersion in optical signaling over short

distances are negligible and the channel itself can support very high data rates [11].

The maximum data rate of an optical link is in fact limited by the performance of

the optical devices and the speed of on-chip electronics. Although the data rate per

channel might not be significantly higher than electrical signaling, the overall design

might have lower power allowing more IOs built on die. In many systems, the max-

imum power consumption and area are among the limiting factors for the number

of IOs possible on-chip. Moreover for parallel optical signaling at short distances,

one can either use fiber-bundles or free space to send collimated beams in parallel

from one chip to the other. In both situations the cross-talk among the beams is

negligible, avoiding another problem with large numbers of electrical IOs. Note that

optical signaling does not have impedance matching and pin allocation restrictions

either. A three dimensional configuration for parallel optical interconnection in free

space is shown in Figure 1.1. The integration of dense two dimensional (2D) arrays

of optical devices with standard complementary-metal-oxide-semiconductor (CMOS)

ICs has been demonstrated, and allows a huge chip-to-chip interconnection band-

width [12] [13] [14] [15] [16]. Figure 1.2 shows an example of hybrid integration of
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laserdiffractive spotarray generator
beam splitter

imaging lens
transmitter chip receiver chip

Figure 1.1: Parallel optical chip-to-chip interconnection over free space

optical devices to the surface of silicon, developed in Stanford University.

1.1 Organization

Link designers have solved many of the problems associated with high-speed electrical

signaling. Understanding these issues and solutions for electrical links is critical for

us for a number of reasons. First, all optical links have an electrical link embedded

in them. They surround that electrical link with an electrical-to-optical (EO) and

optical-to-electrical (OE) conversion. Second, since optical links are proposed as

an alternative to the electrical links, recognizing the limitations and performance of

electrical links is essential to evaluate the utility of optical links. Chapter 2 of this

thesis is dedicated to reviewing electrical links. That chapter provides a background

in high speed data transmission systems and motivates the application of optical

signaling.

Optical links can have significant advantages over electrical links only if large

number of parallel optical beams can interface with each IC. Scaling of parallel optical

interconnects to hundreds and thousands of links on a single chip requires receiver

and transmitter circuitry that are very small and have very low power consumption at
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Figure 1.2: Array of GaAs optical devices, flip-chip bonded to the silicon CMOS chip

high data-rates. This is a different requirement than that for long-haul communication

links, where sensitivity and bandwidth are the most critical issues and complex designs

are allowed. For parallel optical interconnects, the design of a low power receiver front-

end is particularly challenging. A photodetector, usually a reverse-biased photodiode,

converts the optical power to a small proportional electrical current. The front-end

receiver tasks mainly include converting this current to voltage, amplification and

data detection. The receiver must add minimum noise and distortion to the signal at

high data-rates and operate over a wide range of input optical power.

Chapter 3 of this thesis focuses on the receiver design for short-haul optical inter-

connects. It starts by reviewing optical to electrical conversion and optical devices

used for this purpose. Understanding the properties of these devices is essential in

designing an optimized and high performance front-end. Chapter 3 continues by ex-

ploring the prior art in optical receiver design. Optical signaling has been used for

many years for long-haul communication and considerable effort has been dedicated

to the design of the front-end for those applications. Investigation of the existing so-

lutions can help us to understand the challenges of optical front-end design. Finally

Chapter 3 presents a new low-power optical receiver front-end that uses a double

sampling/integrating technique for data resolution. Unlike most prior designs, this

receiver avoids having any linear/analog gain in the active-path and does not rely on
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a high gain-bandwidth product voltage amplifier.

The eventual goal in optical interconnect design is to have thousands of transceivers

in a single chip. The continuing scaling of feature sizes in the CMOS technology, al-

lows smaller and faster circuitries. Chapter 4 investigates how the performance of the

proposed front-end scales with the advanced technologies. In particular we look into

what factors will eventually limit performance scaling. While the data-rate, power

consumption and area of electronic circuits improve with the scaling, the reduced

power supply voltage and increased leakage current can introduce new problems to

any design. The integrating nature of our receiver brings concern regarding the dy-

namic range of input optical power, as well as the acceptable data formats for the

correct operation of the front-end. These concerns are even more serious with the

scaled power supplies of the advanced CMOS technologies. In this chapter we propose

a decision directed control scheme that significantly reduces these effects.

In any synchronous data transmission scheme, clocking and synchronization are

among the most challenging problems. The proposed double sampling/integrating re-

ceiver is a clocked front-end and needs a synchronous clock signal to perform the sam-

pling and comparison. Multi-phase clock generation and synchronization issues are

discussed in Chapter 5. The timing of the bits is precisely controlled by a phase-locked

loop at the transmitter. The optimal sampling time at the receiver is maintained

by clock generation and timing recovery circuits. The clocking circuits, both at the

transmitter side and receiver side generate multi-phase clocks for the de-multiplexing.

The integrating front-end allows an efficient baud rate clock recovery technique that

reduces the power consumption and complexity compared to the standard clock re-

covery techniques.

The techniques proposed in this thesis were implemented in two test-chips fabri-

cated in 0.25µm CMOS. The first chip demonstrated the possibility of very low-power

receiver design that achieves a high bandwidth and sensitivity [17]. The performance

of this chip is discussed in Chapter 3. The low-power consumption of the front-end

makes it an excellent candidate for building dense receiver arrays on-chip. We imple-

mented a two dimensional array of optical transmitters and receivers in the second
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test-chip. The receiver design was improved to achieve higher data-rates and imple-

mented the clock recovery techniques described in Chapter 5 [18].

Finally, in Chapter 6 we summarize the conclusions of this work.



Chapter 2

Background

Point-to-point parallel electrical links have been widely used in short-distance applica-

tions such as multiprocessor interconnections [19] [3], networking and communication

switches [4] [20], and consumer products [21]. As we mentioned in Chapter 1, in

this thesis we explore a number of techniques that facilitate using optical signaling

as an alternative in applications that demand high bandwidths. While the traveling

signal in optical links are light beams, they still interconnect electrical IC chips. The

complete link always starts with an electrical signal at the transmitter and results in

an electrical signal at the receiver side. Therefore many internal blocks and principles

of electrical links and optical links are identical. Before focusing on optical link de-

sign as a replacement for electrical signaling, it is essential to understand the latter.

This chapter provides a background in electrical link design. We investigate the basic

structure of electrical links, transmitter and receiver design, as well as clock recovery

techniques. Since channel capacity and noise are the major limitations for increasing

the data rate in most systems, we continue this chapter with reviewing the channel

properties and techniques developed to solve the problems associated with them.

2.1 Electrical Link Basics

Electrical links can provide high communication bandwidths between chips, and con-

sist of three major components as shown in Figure 2.1. The transmitter converts the

7
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Figure 2.1: Components of a basic electrical link

digital data into an electrical signal that travels through the channel. The electrical

channel is the complete electrical path from one die to the other. This channel can

consist of traces on a printed circuit board (PCB), coaxial cables, shielded or un-

shielded twisted pairs of wires, traces within chip packages, and the connectors that

join these various parts together. A receiver then converts the incoming electrical

signal back into digital data.

The conversion of a discrete-time digital signal into a continuous-time analog signal

is called modulation. Here we limit ourselves to the simple non-return-to-zero (NRZ)

modulation format, where the data is sent directly on the channel, and the signal

levels are represented by different electrical voltages. This modulation technique is

called pulse amplitude modulation (PAM). 2-PAM is the simplest signaling scheme

where the transmit symbol is a binary signal. The electrical signaling is often low

swing to reduce the power consumption.

In most electrical links a synchronous or plesiochronous transmission scheme is

adopted, where a clock signal at the transmitter is used to define uniform time periods

for sending the data signals successively one after another. At the receiver side a

similar clock signal, synchronized with the data is used to sample the incoming signal.

While the synchronous data transmission scheme can be high-bandwidth, it requires
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PLLserializer De-serializerClockrecoverydatarefClk dataslicerdriver
Figure 2.2: Plesiochronous serial link

very precise control on the timing of the signals at the transmitter and receiver. In

most systems, phase-locked loops (PLLs) or delay-locked loops (DLLs) are employed

to achieve a high level of timing accuracy [22] [23] [24] . The receiver sampling clock

should be optimally positioned to minimize the bit error rate (BER) and achieve very

high data rate. The optimum sampling point is usually close to the middle of the

bit-period. The adjustment of the receiver clock frequency and phase is called clock

and timing recovery.

Point-to-point data transmission techniques historically have been divided in two

groups: serial and parallel links. Figure 2.2 illustrates a typical serial link, where

the transmit data is serialized and sent through a single, high-data-rate link to the

receiver, where the data is de-serialized to parallel slower sets of bits. In this scheme

the receiver needs to recover the clock and timing from the transitions embedded in

the incoming data stream [25] [26]. This clocking scheme is called plesiochronous.

Many serial links are designed to support very high data-rates over relatively long

distances [20] [27] [28]. In order to meet these objectives and perform the accurate

clock recovery, serial links may need relatively complex designs [8] [29].

Figure 2.3 on the other hand illustrates a typical parallel link. This is a common

architecture to enable high bandwidth communication between two chips that inte-

grates several parallel sets of data links whose delays through the channels match [30].

A separate reference clock, synchronized with the data, is then sent from the trans-

mitter to the receiver. This clocking scheme is called source-synchronous. The trans-

mission of reference clock (RefClk) simplifies the design of the receiver clock recovery.
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Figure 2.3: Parallel source-synchronous link

A simple delay-locked loop can be used to align the edge of the RXClk to the mid

point of the RefClk. Simple IO design is crucial when many numbers of IOs per chip

is required.

As system requirements change over time, the design goals, features, and applica-

tions of modern serial links and parallel links are converging. In parallel links, due to

the process mismatches a precise delay matching between different pins is not prac-

tical and can limit the data rate. Many parallel links now employ traditional serial

link techniques with per pin clock and data recovery (CDR) [31] [32], in the quest

for higher bandwidth. On the other hand reducing power consumption and design

complexity are now among the goals of serial link designers.

2.1.1 Channel Termination

The electrical channel used for high speed signaling is normally impedance-controlled

and is modeled as a transmission line with the intrinsic impedance Z0. Termination
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Figure 2.4: Electrical signaling (a) with no termination, (b) properly terminated

of the channel to an impedance matched with the channel is critical in design of high

speed links. Termination effectively suppresses reflection, which can cause interference

and limit the signalling rate. Figure 2.4 illustrates the cases when the channel is

properly terminated and when it is not. When the channel is not terminated, the

signal that arrives at the receiving end can bounce back to the opposite direction.

With no termination at the transmitter side the signal keeps bouncing back and forth

until it dissipates in the channel. In this situation, for the correct data decision,

the transmitter may wait until the reflections are very small to send the next bit.

However, this will reduce the data rate significantly.

With proper channel termination at both transmitter side and receiver side, the

signal is fully absorbed and therefore consecutive bits can be sent through the channel

with no delay imposed by the reflections. In fact the next bit can be sent even before

the previous bit reaches the receiver. The termination at the transmitter is necessary

since deviations from ideal matching at the receiver can cause some reflections that

should be absorbed at the transmitter side.
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Figure 2.5: Data transmission schemes (a) low-impedance, voltage mode drive, (b)
high-impedance, current mode drive

2.1.2 Transmitter Design

A signal transmitter converts digital data into electrical signals that propagate through

the impedance-controlled channel to a receiver at the opposite end. For high-speed

data communication links, this must be done with accurate signal levels and timing.

The receiver chooses a threshold voltage to resolve the data sent from the transmit-

ter. A common voltage reference is then required to correctly resolve the data value.

Usually ground is chosen to be the common voltage reference for communication.

The signal transmission over the line can be done with either a low-impedance

driver or a high-impedance driver, shown in Figure 2.5. High-impedance signaling is

the most common type of signaling in today high-speed links [29].

In high-impedance signaling, the output signals are generated via a current source

that turns on and off depending on the polarity of the transmitted data. The voltage

swing at the output depends on the termination and the size of the current source. In

order to control the voltage swing and proper termination - to avoid reflections - the

current source should be kept in the saturation region and the termination resistor

should be carefully designed and controlled [33] [34] [35]. Figure 2.6 shows a possible
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Figure 2.6: Current mode driver

implementation of the transmitter with PMOS transistor current driver and NMOS

transistors in linear region as termination resistor.

For high-speed applications, it is crucial to maintain a robust voltage swing and

slew rate at the output of transmitter. The properties of transistor and passive

elements that set these values are strongly dependent on temperature and process.

Therefore, in many designs the switching current source is determined via a feedback

loop to monitor and control the output voltage swing.

2.1.3 Receiver Design

A conventional receiver design is a slicer that samples the incoming data in the middle

of the bit-period and compares that sample with a threshold voltage chosen to be

between the signal levels of the adjacent symbols; see Figure 2.7. For high-speed

applications, designers try to avoid linear amplification of the input signal - which

requires a high-bandwidth amplifier - by launching enough signal power into the

channel. Therefore the slicer samples the raw input signal with no pre-amplification.

The general requirements of a receiver in high-speed applications are high band-

width, high gain, low noise and low offset. The noise and offset of the comparator

plus the coupled noise can increase the bit error rate significantly.

Many receiver designs have been implemented and published in the literature [36]

[37] [38]. A different approach that offers good noise filtering is the integrating receiver
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Figure 2.7: Data resolution at the receiver using a slicer

proposed by Sidiropoulos et al. and described in [39]. The integration of the received

signal over the bit-period rejects high frequency noise. However, it requires accurate

phase alignment between the clock and data.

2.1.4 Time Division Multiplexing

In all transmitter and receiver designs mentioned in the previous sections, the data

rate is dictated by the maximum on-chip clock frequency. The clock is used to gen-

erate the bit stream at the transmitter and to sample the input signal at the receiver

side. In any CMOS technology the maximum clock frequency that can be buffered

and transferred robustly across the chip is limited by the switching speed of tran-

sistors. Technology speed is sometimes evaluated by the delay of an inverter buffer

with a fanout-of-four (FO4). With no loss in amplitude, a chain of CMOS inverters

can propagate pulses that are as short as 3-4 FO4 inverter delays. Therefore the

minimum clock period is limited to 6-8 FO4 inverter delays. The FO4 inverter delay

in picoseconds will decrease as the device feature size shrinks.

The data transmission rate can significantly increase if we use parallelism by effec-

tively implementing a time-division multiplexing. This is possible by using multiple

branches of transmitters and receivers as well as multiple phases of the clock, which

are equally shifted over time [25] [26] [20]; see Figure 2.8. Assuming that the number

of branches is M , in this scheme each branch is driven by a clock, which is M times
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Figure 2.8: Time division multiplexing and parallelism

slower than the data rate. Multiple transmitters connected in parallel convert low-

frequency parallel data streams into a single high-frequency stream on the channel.

Multiple phases of the lower-frequency clock control the on- and off-timing of each

transmitter. Similarly, the parallel receivers convert the high-frequency data stream

back to the low-frequency parallel data streams. Note that multiphase clocks evenly

divide a clock period and set the receiving window of each receiver. The bandwidth

requirement of the receiver front-end is relieved by the de-multiplexing scheme since

there is no amplifier running at the bit rate. Instead each slicer operates at the clock

frequency. With this parallelism approach, bit-periods as low as 1 FO4 inverter delays

are possible [25].

2.2 Clock Generation and Recovery Loops

Most high speed links use clock signals to generate a defined bit-time at the trans-

mitter and correctly recover the data at the receiver side. The timing uncertainties

of clocks or data signals are referred to as jitter, the AC variation of the period of

the waveform over time, and skew, the DC component of the timing misalignment
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between the waveform and a reference clock. Phase-locked loops are commonly used

at the transmitter side to generate and synthesize a very low-jitter clock from a peri-

odic reference. PLLs can be used for frequency multiplication when the on-chip clock

frequency needs to be higher than the reference clock coming from the PCB boards.

PLLs are also used at the receiver side to generate a synchronous clock for data res-

olution. This section reviews the basics of PLL and clocking and timing recovery in

high-speed links.

2.2.1 Phase-Locked Loop

A PLL controls the phase of an output clock so its phase is aligned to an incoming

signal. In other words, the output clock tracks the phase variations of the input

signal. The phase tracking behavior in a PLL is implemented through a negative

feedback loop. A PLL can be built around a voltage-controlled oscillator (VCO) or

a voltage-controlled delay line (VCDL). Phase-locked loops with VCOs are simply

called PLLs while the ones with VCDL are commonly referred to as delay-locked

loops (DLLs). Figure 2.9 shows typical block diagrams of a PLL and a DLL.

A VCO-based PLL consists of a phase detector (PD), a loop filter, a VCO and

possibly a frequency divider. The phase difference between the output clock and the

input signal generates a proportional error signal at the output of the phase detector.

The loop filter, which is usually a single-pole low-pass filter (LPF), smooths out this

signal and generates a control voltage, called V ctrl in Figure 2.9.

Since in a PLL we measure the phase but control the frequency, a VCO acts as an

phase integrator. The resulting PLL transfer function has at least two poles and needs

a stabilizing zero in the LPF. The positioning of the zero is critical and careful design

is required to ensure the stability when process variations are considered. DLLs on

the other hand use a VCDL, which has a linear phase transfer function, therefore

DLLs are inherently first order loops and stability concerns are relaxed in this case.

However, a PLL can filter out the jitter of the incoming signal and generate a clean

clock from a noisy input, while any jitter in the input of a DLL will directly appear

at the output.
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Figure 2.9: Phase-locked loops (a) a VCO-based PLL, (b) a VCDL-based DLL
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The general purpose of a PLL is to generate very low-jitter clock signals that

track the phase of the input signal. The jitter characteristics depend on the noise of

the internal blocks such as delay elements and oscillators, as well as loop bandwidth

and phase margin. The most common approaches to design VCOs are ring oscillators

and LC oscillators. The noise performance of these VCOs are investigated by Ha-

jimiri: [40]. Although noise performance of the LC oscillator is generally superior to

the ring oscillator, rings have been used widely in high speed IOs due to their simplic-

ity, smaller area and easily accessed multi-phase outputs. A differential delay element

proposed by Maneatis in [41] uses a replica biasing technique to ensure linearity and

high power supply noise rejection. Simple inverters with regulated power supply are

also used as adjustable delay elements for building DLLs and PLLs [42]. A regulator

essentially isolates the VCO from the noisy power supply in order to reduce the VCO

clock jitter.

2.2.2 Voltage and Timing Margins

In most high-speed signaling systems the received signal contains a significant amount

of amplitude and timing noise. The noise is added both at the transmitter and during

the travel time along the channel. For the receiver that samples, both timing and

amplitude uncertainty in the input signal translate into a voltage noise in the sampled

value. The quality of the received signal is important since the receiver itself is not

ideal. An eye diagram is usually used to examine the quality of the received signal, see

Figure 2.10. The jitter and phase offset in the receiver clock as well as the comparator

noise and offset calls for a wide eye-opening in the received signal. Voltage and timing

margins at the receiver are defined in Figure 2.10.

With conventional electrical signaling, the voltage and timing margins are decreas-

ing rapidly as the data rate increases. For such systems generation of very accurate

synchronous timing at the receiver is crucial to sample the signal where noise is min-

imum.
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Figure 2.10: Receiver voltage and timing margins

2.2.3 Clock Recovery

In typical high-speed links, due to the process mismatches, time variations and un-

defined delays in the signal path, the received data can have an undefined phase and

frequency. As we mentioned before, either a separate clock signal is sent along the

data signal for timing information or the clock should be recovered from the incoming

data signal.

The transmitter’s limited bandwidth, frequency dependent losses in the channel

and reflections all create inter-symbol interference (ISI). This ISI combines with the

transmitter clock jitter and cross-talk to add amplitude noise and timing jitter to the

received waveform. A clock recovery block should extract the clock component of

the incoming signal and filter out the timing jitter. Finding the best sampling time

with low variance and phase shift is particularly critical for bandlimited channels

to minimize the BER. In most systems direct estimation of a sampling time that

minimizes the probability of error in the data resolution is not a practical task. Instead

sub-optimal practical solutions are adopted to define the best sampling point. The

most common approach is to assume that the best sampling time is where the overall

ISI is minimum. At this point the vertical eye-opening in the eye-diagram is maximum

as is shown in Figure 2.10.
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Figure 2.11: Timing recovery from the received data

Figure 2.11 illustrates a typical timing recovery loop for a serial link. In case of

phase mismatch between the clock and received data, the phase detector generates an

error signal to adjust the VCO’s phase and frequency. The output of the phase detec-

tor can be an analog signal for an analog loop or a digital correction commands for a

bangbang-controlled loop. In a bangbang-controlled PLL, the phase and frequency of

the VCO are corrected by constant steps in two different directions depending on the

decisions of the phase detector. The correction commands are called ”up” and ”dn”

commands in this thesis. As we will see in the following sections, a decision-based

phase detector is used in many CDR techniques. In these CDRs, the data decisions

are usually used to determine the type of transition that occurred and then use that

information to find the correction needed.

A number of different techniques for phase detection and definition of best sam-

pling time have been proposed [25] [26] [43]. The over-sampling technique described

in [25] takes 3 or more samples per each bit and performs the data resolution for all

of them. Then, by looking at the sequence of resolved values, it decides which sample

is the most reliable one, which is simply the one farthest from the transitions. This

technique is very robust but requires a considerable hardware, power and area over-

head for the oversampling. It also needs phase spacings that are at least three times

shorter than a bit-period. For systems that run at data rates close to the technology

limitations, such sampling schemes are not practical.
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Figure 2.12: 2x over-sampled CDR with two clock phases for data and phase resolution

A common CDR technique in electrical signaling is the 2x-oversampling scheme [26].

This technique is based on the assumption that if the best sampling time with min-

imum ISI is at time τ , at any ”one-zero” (10) or ”zero-one” (01) transition, an edge

sample at time τ −Tb/2 is expected to be equal to the threshold value. Tb here is the

bit-period shown in Figure 2.12. Any phase error will cause deviation of edge-sample

from the threshold value. The difference can be used as an error signal in a phase

correction feedback loop. This error signal can indicate both the magnitude and di-

rection of phase error. The effect of an early clock is shown in Figure 2.13. Depending

on the direction of transition, 10 or 01, the error signal can be positive or negative

for an early clock. A simple block diagram of a 2x-oversampling bangbang-controlled

CDR is shown in Figure 2.13. The P [n] signals are generated by comparing the edge

sample with the threshold value. P [n] and the resolved data values before and after

the edge sample, D[n−1] and D[n] provide complete information for phase detection.

As shown in this figure, a replica of front-end slicer, clocked with an extra clock phase

that is shifted by half a bit-period, can generate the phase information, P signals.

The 2x-oversampling clock recovery technique is used widely in high-speed PAM

links. This technique is called zero-forced-detection (ZFD) in some literature. Clearly

for binary 2-PAM the phase information is valid at all transitions, which occur 50%

of times. For higher levels of PAM, specific types of transitions that ideally cross
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Figure 2.13: 2x over-sampled phase detection, loop error signal and implementation
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the threshold at time τ − Tb/2 are the ones that generate accurate phase informa-

tion [26] [44]. One of the concerns with this clock recovery technique is the uncertain-

ties of edge samples in the presence of ISI, as well as the inaccuracy of comparison

with Vth. In other words the error rate in P signals could be much higher than the

error rate in resolved data D, which means heavy filtering of phase information is

needed for good performance. Moreover, 2x-oversampled CDR needs an extra clock

phase that is accurately positioned in the middle of main phases for data samples.

Generation and distribution of extra phases are particulary challenging and power

hungry when a time division multiplexing technique is used.

Baud rate clock recovery refers to techniques that use only main data samples

for both data recovery and adjusting the clock frequency and phase. Thus the baud

rate CDR does not need the extra clock phases and edge samples. This implies that

this technique potentially reduces the complexity and power consumption compared

to the over-sampled techniques. There are a number of different techniques proposed

for baud rate clock recovery in digital data communication systems. The technique

proposed by Mueller and Muller in [43] provides phase information by identifying

certain properties of the pulse response of the ISI channel. In this technique we

can find a relationship between the baud rate samples of the channel pulse response

that is true only if the timing of the samples are aligned with the pulse. If this

relationship is defined as f(τ)=0, then τ is the best sampling time and a phase

misalignment generates a positive or negative f(τ). Figure 2.14 shows a typical

channel pulse response, h(τ) and two different ways of identifying the best sampling

time. In the first technique point A at time τ = τA is defined as a solution to

f(τ) = h(τ + Tb) − h(τ − Tb) = 0, where Tb is the bit-period. Point B on the other

hand is the solution to f(τ) = h(τ + Tb) = 0.

During the data transmission the baud rate samples of the incoming waveform are

not equal to the samples of this pulse response. However, each baud rate sample of the

incoming signal is equal to the sum of the pulse response sample at time τ and other

samples at τ + kTb, k=1,2, ... which act as ISI. All these samples are modulated by

their corresponding bit values. Therefore, theoretically, if we know the bit values, it

is possible to reconstruct a similar relationship between the baud rate samples of the
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Figure 2.14: Channel pulse response and criteria for baud rate recovery

incoming signal that has timing information for clock recovery. The expected value

of this relationship can be used as an error signal in a CDR loop, and it is chosen to

minimize the variance. While baud rate CDR is a very attractive solution, there are

a number of challenges associated with this approach. First, the defined relationship

between the samples and resolved data values requires linear and accurate arithmetic

processing of the analog samples. This processing is usually hard and needs to be

fast. Moreover in order to reduce the phase variance of the phase correction loop,

it might be necessary to choose only certain data patterns or for different patterns

calculate different functions. This process adds to the complexity of the baud rate

CDR techniques for regular electrical signaling.

2.3 Channel

At the data rates required in many systems today, the filtering imposed by the electri-

cal channel is among the most challenging problems. The performance of the channel

strongly depends on the application. As an example a typical backplane link and

its components are shown in Figure 2.15 [45]. Loss per unit length of PCB-traces

increases with the frequency due to the dielectric loss and skin effect. Different trace
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Figure 2.15: Signal path and channel components in a typical backplane

lengths and backplane material properties, as well as types of connectors, vias and

routing layers, cause significant variation in channel transfer function both among

different boards and among channels in the same backplane.

The typical transfer functions for channels within a single backplane are illustrated

in Figure 2.16 [8]. Since the loss in the channel increases with the frequency, the

channel acts as a low-pass filter. The filtering effects leads to spread of narrow

pulses originally confined to a bit-period as shown in Figure 2.17. This effect is

called dispersion. The tail of the pulse acts as an additive noise for the next bits

and is referred to as inter-symbol interference or ISI. Dispersion is enhanced by the

filters formed by unintended transmission line impedance discontinuities caused by

via stubs and connections. In the time domain these discontinuities cause reflections,

which also lead to ISI. Crosstalk or co-channel interference is the other problem that

occurs in dense interconnects. Both far and near end cross-talk (FEXT and NEXT),

are important in such systems.

One way to reduce the cross-talk problems is to use differential signaling instead

of single-ended. A differential signalling scheme transmits both the signal and its

complement on a differential channel as it is shown in Figure 2.18. A drawback of

differential signaling is the need for an additional pin per IO and potentially increased

power consumption. However, reduction in the noise possible through differential
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Figure 2.18: Signaling methods (a) single-ended signaling, (b) differential signaling

signalling may enable lower signaling levels to reduce the overall power consumed,

relative to single-ended signalling.

Even with differential signaling the dispersion problems will not go away. Also by

simply increasing the signal intensity the SNR does not improve significantly since

the ISIs depend on the signal itself. In fact these residual errors are not random but

deterministic in nature. This means that if the channel pulse response and input

sequences are known, it is possible to at least partly correct the channel dispersion

at the receiver and transmitter. These techniques are referred to as equalization, and

explored in the next section.

2.3.1 Equalization

Equalization techniques have been used increasingly in high speed links in recent

years [46] [47] [38] [26]. An equalizer subtracts the ISI in the time domain or equiva-

lently flattens the frequency response of the channel. In order to flatten the frequency

response we can boost the high frequencies relative to the low frequencies, or atten-

uate the low frequencies; see Figure 2.19. These techniques are known as linear



CHAPTER 2. BACKGROUND 28

+

=

channel equalizer
Figure 2.19: Linear equalization, flattens the frequency response

equalization. A linear equalizer at the receiver side can be built with an FIR filter

shown in Figure 2.20. The FIR filter could be either digital or analog. This equalizer

effectively amplifies the high frequencies attenuated by the channel. The main issue

with such a solution is that the noise at high frequencies is also amplified. The coeffi-

cients Wi, can be set by using adaptive algorithms such as least-mean-square (LMS).

In an analog FIR filter, the precision of the arithmetic operations as well as building

the analog delay lines are among the challenges of building the FIR filter.

Alternatively the equalizer can be built at the transmitter side. The transmit-

ter equalizer shown in Figure 2.21, attenuates the low frequency components of the

incoming signal. In this design, due to the limited output power, the amplitude of

the output signal should be adjusted accordingly. The FIR filter here is in fact a

digital to analog converter (D/A) while the FIR at the receiver is a analog to digital

converter (A/D). In general the design of an D/A is simpler and one can achieve

better precision in design of transmitter equalizer compared to the receiver equal-

izer. Setting the equalization weight at the transmitter side is possible but is not as

straightforward [48].

In all techniques discussed so far, a linear equalizer tries to invert the channel
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…D D DW1 WL-1 WLIN OUT
Figure 2.20: Linear equalization at the receiver with FIR filtering
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Figure 2.21: Linear equalization at the transmitter with FIR filtering
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Figure 2.22: Decision feedback equalization

and compensate for attenuations at high frequencies. A different class of equalizers

called decision-feedback-equalizers or DFE, focuses on directly removing the ISI from

the input signal. Removing the ISI is possible if the characteristics of the channel

as well as the data decisions are available. In communications, DFE has been used

heavily instead of linear filtering, to circumvent the problem of noise amplification [49].

Recently similar techniques has been applied to serial links [50] [44].

A possible DFE implementation is shown in Figure 2.22. Here the slicer resolves

the data value and the decision, and older bits are fed to an FIR filter that then drives

a DAC whose output is subtracted from the input signal [51]. The feedback filter of

the DFE only removes the ISI caused by previous bits, while a feedforward filter is

necessary to remove the pre-curser ISI. The feedforward FIR is normally implemented

at the transmitter side, where we have access to the bits not sent to the channel yet.

Unfortunately the above approach suffers from latency problems at the receiver

side. For a 10Gb/s binary link, we have only 100ps to resolve the input, drive the

DAC, and have the DAC outputs settle to the required precision. The latency problem

has motivated an interesting approach called loop unrolling. While the decision is

made for the last bit, the feedback is computed two times in parallel, assuming the

incoming data is either ”1” or ”0”. As soon as the data is resolved, one of the

outputs is chosen by using a fast multiplexer. This technique was proposed by Parhi
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and Kasturia [52] [53]. This approach doubles the number of comparators in a 2-

PAM scheme if it is applied to one tap of the equalizer. This method can be applied

to two or more taps of feedback, though the number of decision blocks increases

exponentially.

DFE is capable of canceling the ISI caused by reflections from the discontinuities

in the signal path. This type of ISI is usually created by the bits that are far enough

from the current bit, and latency in DFE is not a problem anymore. However a very

high number of taps adds to the complexity and parasitics at the input node, as well

as to power consumption and area. In most systems only a limited number of taps

are available.

2.4 Summary

Electrical signaling is the most natural approach for interconnecting electronic chips

since no conversion of energy is required and achieving high levels of integration is

possible. As a result of extensive design efforts as well as access to faster transis-

tors, electrical signaling has experienced a significant performance improvement in

the last two decades. In many electrical signaling applications, most of channel com-

ponents, for instance the PCB boards, are kept unchanged to avoid extra cost. In

these systems considerable effort is dedicated to the design of transceivers capable

of high-speed signaling through the same channel to meet the requirements of today

systems. However, the high-speed signaling is now running into the limitation of

channel bandwidth and discontinuities in the signal path. Moreover the cross-talk

between adjacent signals puts a hard limit on the density of high speed IOs in the

system. As we discussed in this chapter, advanced timing recovery techniques as well

as equalization techniques have allowed the maximum data rates to continue to scale.

However these techniques heavily add to the complexity, power consumption and area

of the transceivers.

The complexity of transceiver design can be reduced if the channel characteristics

are improved. A fundamentally different approach is to use a carrier at much higher

frequencies than the signal bandwidth. If the channel can support that carrier, there
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is a high chance to have a flat frequency response over the signal bandwidth, which

avoids dispersion. An excellent example of such carrier is a coherent light travel-

ing in a transparent medium, which has led to fiber optics communication systems.

However, for chip-to-chip interconnections, switching to optics, which involves energy

conversions, is beneficial only if one can build simpler transceivers that can result in

higher number of IOs per chip. In the rest of this thesis we explore different techniques

that can facilitate this goal.



Chapter 3

Receiver Design for Optical

Interconnects

The power consumption and area of transmitter and receiver electronics limit the

number of IOs possible on-chip. As we discussed in Chapter 2, the electrical channel

limitations require complex transceiver designs for supporting very high data rates.

Although optical interconnections between electronic chips require the overhead of

OE conversion, the high quality of optical channels prompts us to investigate the

possibility of building small and simple electronics that allow large numbers of optical

IOs per chip. Using optics is particulary promising because of the emergence of

techniques for building dense 2D arrays of optical devices hybrid-integrated to the

silicon chips [12] [13] [14] [54] [55] [56] [57] [58] [59].

This chapter is focused on the receiver design for optical interconnects. The over-

all performance of high speed optical links depends on the design of the receiver

front-end. Receiver circuitry plus the OE conversion devices directly affect the max-

imum data rate, required optical power, electrical power consumption and area of

the link. Receiver design objectives are strongly dependent on the application and

overall system configuration. Optics has been used widely for long-haul high-speed

data communication. Optical fibers confine and guide the beam from the transmitter

side to the receiver. Since in optical signaling the maximum modulation frequency

(data rate) is much smaller than the carrier frequency (frequency of the light), the

33
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frequency dependent power loss in the fiber is very small. A flat response over the

frequencies of interest corresponds to very small dispersion in the channel. In long-

haul optical fiber communication, other types of dispersions such as modal dispersion

can cause ISI [60]. Moreover, although the fiber loss is much smaller than the loss

in copper wires, an optical beam that travels over many kilometers, experiences a

significant power loss. Thus the main requirements for receivers in long-haul com-

munications are very high sensitivity and bandwidth. Like in electrical serial links,

long-haul optical links can afford high levels of design complexity to achieve good

performance [60] [27] [28].

For short-haul parallel interconnections, the channel distortion and loss is negligi-

ble [10] [11]. However, limitations on power consumption, area, and noise generation

become important constraints in the design of large numbers of high-speed IOs on

a single chip. Integration of optical devices as well as cross-talk between different

signals can add to the difficulties of having thousands of beams connecting different

chips.

We start this chapter by briefly reviewing the basics of optical links and optical

devices used at the receiver side. Since the receiver circuitry directly interfaces with

the photodetectors, understanding the operation and characteristics of these devices

is essential for an optimum design. In the second part of this chapter, we focus

on the design of the receiver electronics. First we examine the prior art in front-

end design for optical communication. Investigating the existing designs provides a

motivation for the third part of this chapter, which describes the proposed double

sampling/integrating front-end.

3.1 High-Speed Optical Interconnects Overview

With the recent advances in the optical technology, optical devices that can handle

10’s of Gb/s data rates are available. These high performance optical devices facilitate

very high data rates in optical interconnects, if high bandwidth transceiver circuitries,

optimized for the characteristics of optical devices are designed.



CHAPTER 3. RECEIVER DESIGN FOR OPTICAL INTERCONNECTS 35

In most optical data transmission systems, a coherent light from a laser is am-

plitude modulated with the transmit data. The amplitude modulation of the light

can be done either by directly changing the current of the laser or by using an ex-

ternal optical modulator. A suitable laser choice for the direct modulation in a 2D

array system is a vertical cavity surface emitting laser, VCSEL. While using direct

modulation avoids the need for an external light source, VCSELs have a number of

problems that are subjects of ongoing research. In order to avoid the turn-on delay

of the laser, a bias current above the threshold is required. The power consumption

and heat generation associated with biasing and modulation of VCSEL can change

the properties of the lasers in large arrays. Thus external modulators are preferred

in some designs. A promising modulator device is a multiple quantum-well (MQW)

p − i − n diode [61]. The absorption properties of the quantum well structure in

the i region are dominated by quantum-confined Stark effect (QCSE) [62]. With

constant reverse voltage bias across the diode, the light absorption in the i region

has a relatively narrow peak at a certain wavelength λ1. Because of the QCS effect,

changing the reverse voltage across the diode causes the absorption peak to shift to a

different wavelength. This means that for a certain wavelength, changing the voltage

across the diode causes significant change is the light absorption, which results in a

modulation effect. These modulators can achieve data rates higher than 40Gb/s.

In most optical systems a 2-PAM modulation scheme is adopted. The modulated

light is then sent to the receiver through an optical channel. For short-haul chip-chip

interconnection, where a line of sight (LOS) is possible, the optical beam can be sent

directly via the free space to the receiver, which was shown in Figure 1.1. For longer

distances or places where a LOS is not available, optical fibers and waveguides are

employed.

The data transmission scheme in the optical links is very similar to the electrical

links, see Figure 3.1. A clock signal at the transmitter is used to define uniform time

periods for sending the data signals successively one after another. At the receiver side

a photodiode converts the optical signal to an electrical signal proportional to its input

optical power. The receiver circuitry following the photodetector is responsible for

resolving the data from the incoming electrical signal. Similar to electrical receivers,
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Figure 3.1: Synchronous optical transmission over free space

a clock signal, synchronized with the data is used for sampling and data decision.

In the next section we investigate some of the properties of photodetectors used in

high-speed optical interconnects. We are particularly interested in the surface normal

devices that can be used for building dense 2D arrays, integrated or hybrid integrated

with CMOS chips.

3.1.1 Photodetectors

The two commonly used devices for OE conversion are p − i − n diodes and metal-

semiconductor-metal MSM diodes. In both types of diodes, an electrical field in

a semiconductor material, drives the electrons and holes generated by the incident

photons to the terminals. The result is a current proportional to the number of

photons absorbed per second. In a p − i − n diode, a reverse-bias across the diode

ensures a strong field in the i region and a very small current in absence of light.

Figure 3.2 shows a simple electrical model for a photodetector. The optically

generated current Iop is proportional to the input optical power Pop. The diode

responsivity R is defined as R = Iop/Pop(A/W) . If the wavelength of the light is
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Figure 3.2: Equivalent electrical model of a reverse-biased photodiode

λ, the responsivity of a detector can be expressed as R = qηλ/hc 1 where η is the

diode quantum efficiency. An optimally designed p − i − n diode, has η ' 1, which

at 850nm implies R = 0.68A/W. Stand-alone GaAs and silicon p − i − n detectors

have responsivities close to this value. The noise current In in Figure 3.2 is mainly

due to the diode shot noise. Other sources of noise are the thermal noise of the series

resistance and the background illuminations. In most designs the diode noise is much

smaller than the noise of the receiver front-end circuitry.

Detector capacitance is usually the dominant input load for a receiver, impacting

the sensitivity, electrical power consumption, and for some designs, the bandwidth

of the front-end. Additionally, the detector integration scheme can affect the overall

footprint and density of the front-end, which is particularly important for parallel

interconnects. Photodetectors can be hybrid-integrated to CMOS chips after chip

manufacture via a number of techniques, which are reviewed by Krishnamoorthy et

al in [15] and Miller et al. in [58]. The advantage of hybrid integration is that the

material and design of the photodetector is independent of the transistor technology.

The most mature hybridization techniques are wire bonding and flip-chip bonding.

Flip-chip bonding is a manufactureable technology enabling the integration of large

device arrays. The performance tradeoffs between these two techniques are evaluated

in [15]. Wire bonding has greater parasitic inductance and capacitance, reducing per-

formance at high bit-rates as compared to flip-chip bonding. Hence flip-chip bonding

1hc/λ is the photon energy, where h is the Plank constant and c is the speed of light.
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is more suitable for high-performance applications requiring minimum front-end ca-

pacitance. The capacitance of detectors themselves reduces as the width of the high

field depletion region is increased. For p − i − n detectors this width is the width

of the intrinsic region and for MSMs, it is the finger spacing. Increasing this critical

dimension however, lowers the field and can make the detector slower, unless greater

bias voltages are available. Capacitance can also be reduced by removal of excess

substrate or the use of insulating substrates. For a given design, capacitance scales

with the detector size, which is limited by the practical ability to focus light to spots

smaller than 5 to 10 microns diameter. Wire-bonded off-the-shelf p− i− n detectors

present a front-end capacitance in the range of 200fF or higher depending on the de-

tector size. In [63] the measured capacitance of 15µm×15µm flip-chip bonded GaAs

p− i− n detectors is reported to be 52fF.

A precise photo-detector model is essential for optimum receiver circuit design.

However, if a flip-chip bonding technique is used the inductor and resistors in the

model can be neglected and the parasitic elements can be reduced to a single capacitor

(the diode capacitance plus the parasitic capacitance of the connecting pads and

bonds). Therefore for initial design and analysis, we can simplify our model to a

current source Iop + In and a parasitic capacitor Cp.

3.2 Prior Art in Design of Optical Receiver Front-

Ends

A number of different designs have been used for optical receivers on chip. These de-

signs include transimpedance amplifier (TIA) [64] [65] [66], diode-clamped or receiver-

less front-end [67] [68] and clocked sense-amplifiers [69] [70]. In this section, we ex-

amine these different approaches to the design of receiver front-ends.

3.2.1 Front-End Design Challenges

As we mentioned earlier in this chapter, if a flip-chip bonding technique is used, the

photodiode model can be simplified to an optically generated current source, a noise
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Figure 3.3: Simplified model of a photodiode

current source and a parasitic capacitance; see Figure 3.3.

The task of the receiver front-end is to resolve the value of the incoming signal by

sensing the changes in the magnitude of photodiode current. In most applications,

with the limited transmit optical power and/or loss in the path, the optically gener-

ated current is very small, in the order of 5-50µA. In order to achieve a robust data

resolution with low BER, the total input-referred noise current from the circuitry

and the diode itself should be well below the optically generated current. In general,

design of a low-noise front-end with a very high bandwidth is difficult and requires

high electrical power consumption or advanced fabrication processes or both.

In all the receivers discussed in this section, the optically generated current is

eventually converted to a voltage swing. The simplest solution for this conversion is

to add a resistance to the input node to convert the current to a voltage signal. A

voltage amplifier then amplifies the voltage swing for the following data resolution

slicer block shown in Figure 3.4. Assuming that the voltage amplifier has a high

bandwidth, the bit rate of such a front-end is limited by the 1/(R × Cp) where Cp

is the diode capacitance. The RCp time constant of the input node sets a maximum

limit on the resistor R. On the other hand the maximum possible voltage swing at

this node is equal to ∆V = R×Iop where Iop is the input photocurrent. It is clear that

lower R values degrade the signal-to-noise-ratio (SNR) at the input, since the voltage

noise variance is constant2 and equal to kT/Cp. Hence, there is a strong trade-off

between the sensitivity and the bandwidth, both depending on R. A possible solution

2The resistor thermal voltage noise power density is 4kTR, where k is the Boltzmann constant
and T is the temperature in Kelvin. If we integrate it over the RCp bandwidth, results in a noise
power with variance kT/Cp.
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Iop Cp RVin amp slicer Data
Figure 3.4: Simple resistive optical front-end

to increase the bandwidth is to add an equalizer following the voltage amplifier to

compensate for the low-pass filter effect of the R and Cp. However, the design of the

equalizer itself at high data rates is very challenging. As we will see in the next few

sections, the current to voltage conversion and data resolution can be done in more

efficient ways, either by using TIAs or integrating front-ends.

3.2.2 Transimpedance Amplifiers

The strong trade-off between the bandwidth and SNR of a front-end with a simple

resistor makes it impractical for many applications. The effective input resistance

of the front-end can be reduced significantly by adding an active component to the

design, resulting a transimpedance architecture. A transimpedance amplifier (TIA)

is an analog front-end with reduced input impedance and a relatively high current-

to-voltage gain. The addition of active components, like transistors, will add to the

noise. However, with a careful design, very high SNRs are possible at the output

of an optimized transimpedance amplifier. Detailed analysis of TIAs are covered in

numerous publications [71] [72] [73]. In this section, we briefly discuss the performance

and trade-offs of a number of different TIAs. For TIAs, like any other receiver,

the most important specs are bandwidth, sensitivity, power consumption, area and

dynamic range.



CHAPTER 3. RECEIVER DESIGN FOR OPTICAL INTERCONNECTS 41IinCp Vgn2RD Vgn1M1M2 Vbias1Vbias2VoutIdn2Idn1
Figure 3.5: Common-gate TIA and its noise sources

Common-Gate TIA

In order to achieve a low input impedance and at the same time a high gain, one

can use a common-gate (CG) topology. The common-gate TIA, shown in Figure 3.5

isolates the diode capacitance Cp from the gain resistor RD and therefore has a wide

bandwidth. The effective input impedance is 1/gm of the input transistor3 M1, and

the transimpedance is RD. The noise sources for this topology is shown in Figure 3.5.

The sensitivity of this front-end is less than optimum due to the direct additive noise

of the resistor RD, and the bias transistor M2. The equivalent input-referred current

noise power spectral density is given in Eq(3.1). γ is the excess noise coefficient of

transistor M2 and for 0.25µm technology is about 2.5. The noise contributions from

M1 and RD rises as frequency increases and the diode capacitance shunts the input

node [74].

in
2

= ind2
2
+ inr

2
= 4kT (

1

RD

+ γgm) (3.1)

3gm is the transistor transconductance.
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Figure 3.6: Regulated cascode TIA input satge

Regulated Cascode TIA

The CG input configuration relaxes the effect of large input parasitic capacitance

on the bandwidth of the front-end. However, the poor device characteristic of MOS

transistors such as small gm, cannot totally isolate the parasitic capacitance. Also,

this small gm deteriorates the noise and stability performance of the amplifier. A

regulated cascode (RGC) configuration addresses these isuues and is used in some TIA

designs [75] [76]. The RGC input mechanism enhances the effective transconductance

significantly. As a result, the input node of the amplifier can sit at virtual ground

and higher bandwidths are feasible.

Figure 3.6 shows the schematic diagram of the RGC circuit. The optically gen-

erated current is amplified to be a voltage at the drain of M1. The M2/R2 stage

operates as a local feedback and thus reduces the input impedance by the amount of

its own voltage gain. With a simple small-signal analysis, the input resistance of the

RGC circuit can be approximated by Eq(3.2).

Rin ' 1

gm1(1 + gm2R2)
(3.2)

Clearly the input impedance is (1 + gm2R2) smaller than the CG configuration.
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However, the local feedback stage inherently produces a second pole, causing a peak-

ing in the frequency response. In order to avoid this peaking and stability concerns,

either the resistance R2 or the gate width of M1 should be reduced. Reducing R2

decreases the input transconductance Gm almost linearly. In this case, in order to

obtain the same (1+gm2R2), the drain bias current of M2 needs to be increased, thus

resulting in larger power consumption. Reducing the width of transistor M1 decreases

Gm more slowly. However, it may lead to the increase of the channel thermal noise

contribution from M1 due to smaller gm. Note that in RGC TIAs a second stage

voltage amplifier usually follows this first stage RGC.

The noise performance of RGC stage is analyzed by Park in [77]. Similar to

CG topology the noise of bias resistor and gain resistor directly contribute to the

total noise of the TIA. However, the enhanced input transconductance reduces the

high-frequency noise contribution of transistor M1 due to the large input parasitic

capacitance [75].

Common Source and Shunt-Shunt Feedback TIA

An alternative design with more relaxed noise-headroom trade offs is a shunt-shunt

feedback TIA [64] [65] [71]. A TIA with resistive feedback, followed by a chain of

post amplifiers is the most common type of receiver design and is shown in Figure 3.7.

Some detailed analysis of this TIA is given in the Appendix A, using a simple model

shown in Figure 3.8. While the transimpedance gain is Rf , the input impedance

at DC is reduced to about Rf/A, where A is the gain of the voltage amplifier. In

most designs the overall TIA bandwidth, BW, is limited by the pole at the input

node as expressed by Eq(3.3) and not by the voltage amplifier. Cin here is the input

capacitance of the amplifier.

BW ' A

Rf (Cin + Cp)
(3.3)

The sensitivity of the TIA depends on the total input-referred noise of the TIA

and the noise of the diode itself. The TIA noise is mostly due to the thermal noise

of the feedback resistor Rf and the input-referred noise of the amplifier. Appendix
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Figure 3.7: Shunt-shunt feedback TIA with limiting amplifiersInrVn RfIinCp Vout-A Ro CoCin

Figure 3.8: Shunt-shunt resistive-feedback TIA model
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Figure 3.9: Common-source shunt-shunt feedback TIA designs

A provides a detailed discussion on TIA sensitivity. The sizing of the input stage of

TIA can be optimized for the lowest input-referred noise [72]. In the optimized design

the Cgs of the input common-source transistor turns out to be 0.5-1 times the diode

capacitor Cp.

Two simple TIA designs with resistive feedback are shown in Figure 3.9. In the

first design (a), with enough open-loop gain the noise contributions from resistance

R1 and transistor M2 can be very small and the noise of the amplifier is dominated

by the input-referred noise of transistor M1. In this design because of limited voltage

headroom, the voltage drop across R1 is limited to V dd− (Vgs1 +Vgs2), which directly

translates to small open-loop gain of the amplifier, higher noise and lower bandwidth.

Moreover in this design if the output node is strongly capacitive, the introduction of

another pole can cause stability and overshoot problems. The load capacitance can be

isolated by adding an extra source follower in parallel to the existing one, which drives

the output capacitor. The design shown in Figure 3.9 (b) allows a greater voltage

drop across R1. In this second order system the bandwidth is maximized when the

system is slightly under-damped. Therefore the pole at node X can be chosen to

increase the overall bandwidth by up to 40%. Dynamic tuning of this capacitance

might be necessary due to process variations.

For shunt-shunt TIAs, it is possible to use capacitors instead of resistors to im-

plement the feedback [78]. Figure 3.10 shows a TIA design using capacitive network
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Figure 3.10: Capacitive network feedback TIA

feedback. In this topology, C1 senses the voltage across C2 and returns a proportional

current to the input node. If A1 >> 1 then this design provides a transimpedance

equal to (1 + C2/C1) × R1. The claimed advantages of using this topology are, no

noise contribution from the gain defining elements (C1, C2), the capacitance seen at

the input node only reduces the DC loop gain and does not degrade the stability of

the TIA, and finally by correctly choosing the capacitance values, one can achieve

lower amplifier noise contributions [78]. However, this design needs special biasing as

shown in Figure 3.10.

3.2.3 TIA Design Consideration

All the TIAs discussed in the previous sections rely on a voltage amplifier that has

high gain and high bandwidth. The high gain is required to achieve a low input

impedance and low noise allowing higher values of Rf . As we mentioned before, the

TIA bandwidth is usually set by the dominant pole at the input node. The amplifier

creates the second pole, which should be far enough away to ensure stability and

avoid gain roll off.
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A popular figure of merit for high frequency performance of transistors is ωT ,

a frequency at which the current gain of a common-source amplifier falls to unity.

The most common expression assumes that the drain node is shorted and results

ωT ' gm/Cgs. On the other hand the gain-bandwidth product of a common-source

amplifier with a load capacitance of CL is equal to gm/CL. Since CL is related to

the sizing of common-source transistor (Cgs), we can claim that the gain-bandwidth

product is approximately proportional to ωT . Since the amplifier bandwidth is set

by second pole it should be at least 3-4 times higher than the TIA bandwidth and

one can simply say gm/Cgs ' α × BW × A. α here is a constant, at least 3-4 and

BW is the overall TIA bandwidth. BW should be at least 0.5 times the data rate to

avoid dispersion at the output. Therefore high data rates require very high gm and

thus DC current in CMOS technology. The TIA current is roughly estimated in the

Appendix A by Eq(A.12).

It is important to mention that so far we limited our discussion to single ended

TIAs. However single-ended TIAs are very sensitive to supply noise and in most

high-speed designs, a differential topology with high common-mode rejection is pre-

ferred [79] [79]. A differential scheme further increases the total power consumption

of the TIA by almost a factor of two.

There are a number of different techniques proposed to increase the bandwidth

of the TIA without sacrificing the sensitivity or increasing the current of the voltage

amplifier. The second pole in TIAs is usually due to the output node of the voltage

amplifier. Inductive peaking can be used to compensate the output node capacitance.

This technique effectively increases the gain-bandwidth product of the amplifier. A

drawback of this technique, particularly for the array application, is the significant

area increase for the receiver as well as isolation issues. In [79] by using a common-

gate topology the dominant pole is moved to the output node, thus the bandwidth

enhancement achieved by inductive peaking is even more effective. As it was men-

tioned before, the common-gate topology degrades the sensitivity of the wide-band

receiver by adding the channel noise of the bias and input transistor. Adjustment of

the second pole (capacitive peaking) can also help to maximize the bandwidth [80].

In this technique, the second pole in the transfer function can be controlled by adding
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an extra capacitance to the output of the first stage to achieve a damping factor (ζ)

of 0.707.

Limiting Amplifiers

For the minimum input optical power, the voltage swing at the output of the TIA

is usually very small. The voltage swing of a typical TIA is roughly calculated in

Appendix A and can be less than 20mV. This voltage needs to be amplified for the

following clock and data recovery (CDR) circuitry. In most designs, several stages of

gain called limiting amplifiers follow the first stage TIA. Limiting amplifiers are usu-

ally a cascade of differential pairs with enough bandwidth and linear phase response.

Limiting amplifier nonlinearity can introduce unwanted ISI and jitter to the output

signal that goes to the CDR stage. The design of broadband limiting amplifiers with

low supply voltage and limited headroom is also a challenging task. Inductive peaking

shown in Figure 3.11, is used in many designs to meet the specs. Limiting ampli-

fiers require careful design regarding stability and power supply noise. They also add

to the overall power consumption of the front-end. The power consumption in the

limiters is usually as high as the TIA itself [72].

3.2.4 Integrating Front-Ends

Integrating front-ends have been used to reduce the power consumption and area of

the front-end by eliminating the need for TIAs with analog current/voltage ampli-

fication. In this type of front-end, the input impedance of the receiver is designed

to be purely capacitive within the frequency range of the input data. The optically

generated current from the photo-detector is then integrated onto the capacitor seen

at the input node. This capacitor, Ctot is the sum of the diode, bonding and front-end

circuitry capacitors. If the average input current during a bit ”zero” is I0 and during

a bit ”one” is I1, the voltage swing at the input node will be ∆V0 = (I0×Tb)/Ctot for

a zero bit and ∆V1 = (I1 × Tb)/Ctot for a one, Tb here is the bit period. The voltage

swings should be enough for the receiver to correctly resolve the data. The sensitivity

directly depends on the size of the capacitor Ctot. If a single diode is simply connected
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Figure 3.11: Inductive peaking for limiting amplifiers

to a capacitive node, I0 and I1 will be both positive or both negative. I0 is usually

small and kept close to zero. It is clear that upon receiving a stream of continuous

data, the voltage at the capacitive input node will be saturated to high or low values.

A simple solution for this problem is to use differential optical beams coming

to two different photodiodes creating a ”totem pole” shown in Figure 3.12. Upon

shining the light beams to each diode, one charges the input node, and the other

one discharges this nodes. If the incoming data is a ”one”, the voltage of input node

goes to high values and if it is ”zero” the voltage goes to low values. If the input

optical power is high enough to charge and discharge the input node all the way to

V dd and Gnd in less than a bit-time, then a simple inverter can recover a full swing

voltage across the load CL. This front-end, sometimes called ”receiver-less front-end”

or ”recless” [68], is very simple and consumes very low electrical power. The required

input modulation optical power for a full voltage swing is Pop = CtotV dd/RTb where

R is the diode responsivity and Tb is the bit-time. The minimum optical power is

proportional to Ctot, calling for very small photodiode capacitances as well as a small

voltage buffer that follows it.
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Figure 3.12: Receiver-less front-end with totem-pole and clamp diodes

If input optical signals are not short pulses and optical energy is uniform over the

bit-period, for a fast rise and fall time at the input node, the optical power needs to

be higher than the minimum value for full swing. In that case and upon receiving

constant ones or zeros, the voltage of the input node may saturate to Vin = V dd+Vint

or Vin = −Vint. Vint is the diode intrinsic or built-in voltage. For GaAs, this voltage

is higher than 1V and may cause stress for the input transistor of the buffer stage,

particularly at deep submicron technologies. In order to limit the voltage swing at

the input node, one can add clamping diodes shown in Figure 3.12, [67]. The problem

with diode-clamped design is the adjustment of the voltages of the protecting diodes

to right values, as well as addition of extra capacitances to the input node.

The receiver-less approach has advantages, particularly for low noise timing and

clock generation. A sharp rise-time can be created by using short-pulse lasers to

charge and discharge the input node instantly. A short-pulse laser beam can have

sub-picosecond width in the time domain. By minimizing the electrical circuitry at

the front-end, the optical-to-electrical latency is reduced to the detector response

time [70]. Depending on the design of the detector, the rise times can be less than

10 picoseconds, faster than the electrical FO4 delay of today’s technologies. Since

sharp rise times and large signal swings reduce supply noise sensitivity, this approach

is suitable for generating low jitter multi-GHz clocks with precise skew control [81].
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Figure 3.13: Sense-amp-based front-end

With the existing photodiodes, the receiver-less front-end needs a relatively high

input optical power to generate a full swing voltage. The required voltage swing

at the input node can be reduced by replacing the inverter stage with a sense-

amplifier [69] [70] shown in Figure 3.13. The sense-amplifier-based front-ends either

need two photodetectors and a differential pair of optical beams or a precise reference

current, in order to resolve the data. For each bit-time, the receiver has two phases,

integration phase and reset phase. The input optical power is used only during the

integration phase, the data is evaluated and then both integrating nodes are reset to

initial voltage. This calls for operation in a return-to-zero (RZ) data transmission

scheme. A synchronous internal clock is used to define different phases, to integrate

in half a bit-period and evaluate during the next half. The data rate is then limited

to the on-chip clock frequency.

The sense-amplifier based front-end improves the sensitivity of the front-end com-

pared to the receiver-less topology, and has lower power consumption compared to

the TIAs. However, it requires differential beams as well as a reset phase (RZ data

stream), which reduces the effective data rate of the system. In the next section we

propose an integrating front-end to solve some of these problems.
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3.3 Double Sampling/Integrating Front-End

As we mentioned in the previous section, integrating front-ends eliminate the need

for a voltage amplifier that has a large gain-bandwidth product. Therefore, they

potentially have lower power consumption and area. In this section we will show that

by applying a different sampling scheme and adding simple circuits to the front-end,

we can achieve high sensitivity and bandwidth. This receiver removes the need for

an extra optical beam and resetting the input node. It also allows the use of time-

division de-multiplexing with a single photodiode to achieve data rates much higher

than the on-chip clock frequency.

3.3.1 Receiver Design Overview

As mentioned before, the photodiode capacitor Cp can integrate the optically gener-

ated current of the detector over time. If the input of the front-end receiver is also

capacitive with a capacitance Cin, the voltage of the input node at the end of each

bit-time, Vn, is always a sum of the incoming signal and the voltage of the input node

just before that bit Vn = Vn−1 + IinTb/(Cp + Cin) , where Tb is the bit time and Iin is

the effective input current to the receiver. Iin depends on the value of the input data

and as we will explain can be set to be positive when the bit value is ”one” and to

be negative when the bit value is ”zero”. Therefore, if we have the voltage samples

at the end of each bit-period, Vn and Vn−1, we have enough information about the

input signal at time tn to determine whether it was a one or a zero.

Figure 3.14 illustrates the top level block diagram of this receiver. The input

signal from the photo detector is single-ended, with a positive current. The injected

charge is higher if the bit value is ”1” but it is not necessarily zero when the bit

value is ”0”. Therefore, in order to have a bipolar voltage change at the input of the

receiver we need to subtract a constant charge for every bit from the input capacitor.

This is done by subtracting an adjustable current from the input. The DC current

IDC is adjusted by a feedback loop looking at the DC value of the voltage of the input

node. The feedback loop not only adjusts the DC current but also sets the average

voltage of the input node. A bipolar voltage change at the input allows us to decide
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Figure 3.14: Block diagram of double sampling/integrating front-end

the input value by comparing two adjacent samples of the input voltage. If the new

sample is higher, the input signal is ”1”, otherwise, it is ”0”. Figure 3.15 illustrates

how Vin varies with time when IDC is set correctly, assuming constant currents during

each bit period.

Figure 3.16 illustrates a possible implementation of this front-end. Two non-

overlapping clock phases, φ[0] and φ[1] perform the double sampling, which results

in a bit rate twice the on-chip clock frequency. This design has only two samplers

and each sampled value is used twice by the two comparators. The two interleaved

comparators are triggered once every clock cycle, after every other sampling period.

As we will show in the following sections this scheme works because the kick-back from

the comparators cancel each other. It is also possible to use four different samplers

and use each sample only once. The two-sampler scheme is preferred to minimize the

power consumption and area of the receiver.

One can extend this double sampling front-end to use n clock phases to provide

a de-multiplexing receiver with a bit rate n times higher than the clock frequency.

A multi-phase oscillator, like a ring oscillator, can provide the required clock phases.

The de-multiplexing front-end is shown in Figure 3.17. In this design, n = 5 different

phases are used to increase the data rate to five times more than the on-chip clock

frequency.
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Figure 3.15: Data resolution and input voltage waveform of the integrating front-end  D[1]
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Figure 3.16: Double sampling/integrating front-end implementation
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Figure 3.17: De-multiplexing double sampling/integrating front-end

With this brief introduction to the principles of the double sampling/integrating

front-end, the next few sections are dedicated to details of the receiver implementa-

tion, its performance analysis and design optimization.

3.3.2 Sampling and Comparison

The double sampling is done with a pair of samplers driven by two different clock

phases. The samplers are implemented by NMOS pass-transistor switches, which

sample the voltage onto the sampling capacitor Cs and then hold it after the end of

the bit-period. In this implementation the sample/hold (SH) capacitor is in fact the

input capacitance of the next stage comparator as well as the parasitic capacitor of

the NMOS switch. After holding the two samples, at the end of the second bit-period

a clocked sense-amplifier is triggered to compare the two samples and resolve the

bit value. The sense-amplifier in this design is a StrongArm regenerative latch [82],

shown in Figure 3.18. The two sampling phases φ[1] and φ[2] are separated by one

bit-period. Since the sense-amplifier is triggered after the falling edge of both φ[1]

and φ[2], all the charge injections from the clocks to the sampling nodes are equal

and act as common-mode signals.

The data rate in this design is limited by the speed of the samplers with time
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Figure 3.18: Double sampler and comparator circuits

constant of τ−1 = 1/RsCs. The sampling capacitance Cs is dominated by the in-

put capacitance of comparators connected to the sampling nodes, and the sampling

resistance Rs is the ON resistance of NMOS transistor. Figure 3.19 shows the sam-

pler rise time in response to a 10mV step voltage at its input as a function of initial

input voltage level, with a minimum sized NMOS pass-transistor and Cs = 15fF in

a 0.25µm CMOS technology. It is clear from this figure that bit-times smaller than

200psec, less than 2FO4 inverter delay in this technology, are possible. This bit-time is

much smaller than the minimum clock period that can be reliably generated and dis-

tributed on-chip. However a de-multiplexing technique, using multiple clock phases,

allows such data rates. While smaller Cs can increase the speed of the sampler even

more, as we will see it degrades the sensitivity of the receiver due to the sampler’s

thermal noise with voltage variance of σ2
ns = kT/Cs. Moreover, the input capacitance

of the comparator has a lower limit, set by the speed and offset requirements of the

comparator. The other limitation on the maximum value of n, the de-multiplexing

factor, is the precision of on-chip multiple clock phases.
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Figure 3.19: Rise-time of the NMOS sampler in response to a 10mV step voltage as
a function of input voltage level

The dynamic range of this integrating front-end also depends on the behavior of

samplers and comparator. Depending on the data pattern, the common-mode value

for the two samples changes over time. Figure 3.20 shows the output voltage swing

of a sampler in response to a 10mV step, in a 0.25µm CMOS technology with 2.5V

supply, as the common-mode voltage increases. The threshold voltage of NMOS pass-

transistor in this technology is about 0.6V. This figure shows that in order to avoid

large attenuation on sampled signal the common-mode level of input voltage needs

to be less than 1.6V.

The sense-amplifiers in Figure 3.18 need to resolve very small voltage differences

and consume very low power. To achieve very high comparison precision, which di-

rectly improves the sensitivity of the receiver, the comparator offset and noise should

be very small. The offset is dominated by the mismatches between the two input

transistors and there is a direct trade off between the size of these transistors and

the input-referred offset voltage [83]. For this receiver we use an offset compensation
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Figure 3.20: Output voltage swing of the sampler with a 10mV step voltage at the
input as a function of input voltage level

technique to break the dependence of offset voltage on comparator transistor size, al-

lowing smaller input devices and therefore lower power and area. Offset compensation

is done by digitally adjusting the number of small capacitors added to the internal

nodes A and B in Figure 3.18 [84]. Process mismatches between the two branches

of the sense-amp, and also mismatches between the two branches of the sampler or

between φ[1] and φ[2], are compensated at this stage. The offset correction capacitors

are implemented by small PMOS transistors shown in Figure 3.21. Since nodes A

and B are initially pre-charged to Vdd, by switching the ctrl signals in Figure 3.21

between V dd and Gnd, each capacitor value is changed approximately between Cov

and Cox + Cov , the digital control number changes between ±15 . Figure 3.22 shows

the input-referred voltage differences for the comparator as we switch the control sig-

nals. The maximum voltage step is about 4mV and therefore the offset compensation

precision is ±2mV. The maximum offset compensation range is about ±60mV, which

covers the ±6σ of the offset. Figure 3.22 also shows how input-referred offset changes

with the common-mode voltage level. This behavior can affect the sensitivity of the
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Figure 3.21: PMOS adjustable capacitors for offset compensation

receiver since the common-mode voltage at the input node can change due to the

integrating nature of the front-end receiver. The change in offset is worst when the

offset is maximum (ctrl=15 or -15). If the offset is canceled for Vcm = 1.2V, for a

±200mV voltage swing, the offset can change ±10mV. The offset compensation also

depends on the magnitude of V dd, and the power supply noise can change the resid-

ual offset after the compensation. Our simulation results shows that these changes

are relatively small but higher for larger initial offsets. For a 200mV change in the

supply voltage, the maximum of offset compensation (' 60mV) changes by less than

4mV. This offset cancelation technique has a very small dependence on temperature.

The offset changes less than 1mV for temperatures between 25oC and 100oC.

The described sampling-comparison scheme is inherently robust against kick-back

and charge injection from the comparators (sense-amps) to the high impedance input

nodes. The reason is that there are two similar comparators that their inputs are

connected to the same nodes of one sampler unit. Soon after one comparator injects

some charge to these nodes during the evaluation phase, the other comparator is reset

and injects the opposite charge to the same nodes. The total injected charge is zero

after one bit-period and the sample is valid for the next comparison. The key point

here is that the shape of the voltages of the precharged nodes, A and B are always

very similar and therefore kick-back is not significantly data dependent.
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Figure 3.22: Input-referred offset as function control signals and input common-mode
voltage

3.3.3 Filter and Current Feedback

Assuming that the stream of incoming data is DC-balanced, the DC voltage of the

input node remains constant if IDC , in Figure 3.17, is equal to the average optically

generated input current: IDC = (I0 + I1)/2 , where I0 is the average photocurrent

during a ”0” bit and I1 is the photocurrent during a ”1” bit. Note that I0 and

I1 can vary due to variation of the optical input power and characteristics of the

photodetector. If IDC is any other value, the DC value of Vin will increase or decrease

even after equal numbers of ”0”s and ”1”s. Therefore a feedback loop can be used

to adjust IDC by looking at Vin. The key is to use a low-pass filtered version of Vin

to ensure the current does not fluctuate in response to the high frequency changes of

Vin due to the incoming data. For instance, if we assume that data is DC-balanced

within 32 bits, IDC should be fairly constant even if we receive a row of 16 sequential

ones or 16 sequential zeros.

The filter should also have a relatively high DC gain to be able to handle wide

ranges of I0 and I1 values while keeping Vin relatively constant, at the best point
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Figure 3.23: Feedback loop with low-pass-filter to adjust IDC

of operation for the sampler and the comparators. The simplest approach to build

the needed low-pass filter is a single pole RC circuit, but because of the capacitive

nature of the input node, the open loop transfer function of this simple system will

have two poles and it will cause an under-damped response in a feedback loop. One

way to make the loop stable and increase the phase margin is adding a zero to the

loop transfer function. Capacitor Cz in Figure 3.23 is added to the filter for this

purpose. Resistor R is implemented by a switched capacitor, R = 1/fCr. Where f

is the frequency of non-overlapping clocks, clk and clkb.

In this design the data pattern that stresses the filter the most is the one with

long sequences of ones or long sequences of zeros. In that case the input voltage

has the highest voltage swing and the lowest frequency, thus the output voltage of

the low-pass-filter and IDC have the highest swing. Figure 3.24 shows the simulated

percentage of peak-to-peak change in the IDC as a function of DC-balance range of

input data when the pattern has long sequences of ones followed by long sequences of

zeros. The data rate here is 5Gb/s and the voltage swing per bit is 10mV. This graph



CHAPTER 3. RECEIVER DESIGN FOR OPTICAL INTERCONNECTS 62

0 20 40 60 80 100
3

4

5

6

7

8

9

10

11

12

DC balance range

p
er

ce
n

ta
g

e 
o

f 
ch

an
g

e 
in

 I D
C

 

Figure 3.24: IDC variations with the DC-balance range of input data

shows that for a 64 bits DC-balance range corresponding to 320mV input voltage

swing at 78.125MHz, the ∆IDC is about 7% and equivalent to 0.7mV voltage error.

This error appears as an offset at the input.

It is also essential that IDC can cover a sufficient range and the feedback loop has

a relatively high gain to keep the DC value of the input voltage in the middle of the

voltage range. The voltage to current converter in Figure 3.25 shows how the DC

voltage value can be set initially for a typical IDC . This is done by switching the

signals Iset[0, 1]. The IDC adjustment range is from 2µA to more than 300µA. The

DC voltage of the input node can be set by Vset−in since Vin ' Vset−in + Vgs1.

3.3.4 Supporting Circuits

To avoid hysteresis and to increase the sensitivity and speed of comparison a secondary

small sense-amp/latch follows each of the first-stage sense-amps. The output of the

latches are negative true pulses, which are converted into levels using a dynamic SR
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Figure 3.26: Comparator and following stages of sense-amp and SR latch

latch, shown in Figure 3.26. Note that for systems where latency is critical, adding

the extra stage increases the input to output delay by half a clock cycle.

In our first design only two clock phases are used for front-end. The sampling

clocks need a duty cycle of less than 50% to have enough time for comparison as

shown in Figure 3.16. The non-overlapping phases φ[0] and φ[1] and the trigger

clocks of the comparators, latch[0] and latch[1] are all generated from the reference

on-chip clock and its inverse, as illustrated in Figure 3.27. φ[0] and φ[1] are the

chopped versions of Clk b and Clk and their duty cycle can be adjusted with digitally

controlled capacitors, Cadj. Clk b needs to have same rising and falling rates as Clk

and very low skew. The rising edge of latch[0] is delayed by one inverter, therefore
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Figure 3.27: Chopping the clock for 1:2 de-multiplexing

right after sampling is done by φ[0], first comparator starts to evaluate its inputs. The

evaluation should be done before the rising edge of φ[1]. This condition is met because

φ[1] ’s duty cycle is less than 50%. Clock jitter and phase offsets reduce the time left

for the comparison and may require unpractical duty cycles. This problem limits the

maximum clock frequency and data rate of the design. In the second version of the

design, we used multiple clock phases, so the timing of the samplers/comparators

can be managed without chopping the clock; see Figure 3.28. Multi-phase clock

generation and timing recovery are explored in Chapter 5.

3.3.5 Performance Analysis

In the double sampling/integrating front-end, the data rate is inherently limited by

the bandwidth of the samplers. As we mentioned before, the sampling capacitor
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Figure 3.28: Multi-phase clocking, which automatically allows time for comparison

Cs is mainly the input capacitance of the comparators and Rs is the ON resistance

of the NMOS sampler in Figure 3.29. In most systems, the possible bandwidth of

the sampler is considerably higher than the frequency of on-chip clocks and with a

de-multiplexing scheme higher data rates are possible. The comparator speed with

a regenerative, positive feedback load, does not limit the overall speed as long as

its delay is less than half a clock period. The comparator delay depends on the

differential input voltage as well as the sizing of the transistors.

The minimum required optical power for this front-end depends on the photodi-

ode responsivity R, the total parasitic capacitance Ctot at the input node, and the

minimum required input voltage swing, ∆Vb, i.e.

Pop = R−1∆Vb(Cp +
n

2
Cs)f (3.4)

Here f is the bit rate and n is the multiplexing factor. The division by two is due

to the fact that at any time only half of the samplers are ON. The minimum voltage

swing per bit required for a certain bit error rate of the integrating receiver is set by

the voltage noise and offset of the front-end. A minimum voltage swing Vmin is also

required for the comparator to resolve the output in less than half a clock period.

Thus, in order to achieve a certain SNR for a target BER:

∆Vb = ±(
√

SNRσn + Voff + Vmin) (3.5)
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Figure 3.29: Sampler and half circuit of the StrongArm latch comparator

Where σ2
n is the variance of total voltage noise seen at the input node. The

dominant source of offset Voff is the residual offset of the comparators after being

digitally corrected. The offset compensation accuracy depends on how small the

percentage of added capacitance per correction is, compared to the total capacitance

at node A and B in Figure 3.18. The two main noise sources are the thermal noise of

the sampler/comparator and the sampled voltage uncertainty due to the clock jitter,

thus the voltage noise at the input node is:

σ2
n =

kT

Cs

+ σ2
ncmp + (

σj∆Vb

Tb

)2 (3.6)

Here σ2
ncmp is the variance of the input-referred noise of the comparator, σj is

the standard deviation4 of sampling clock jitter and Tb is the bit-period. Assuming

that Ci in Figure 3.29 is the total capacitance seen at node A, it represents the

overall sizings of the comparator. Therefore the electrical power consumption in this

first stage can be approximated by Pe = kiCiV dd2f . This is the required power

for charging and discharging of the internal capacitances of the comparator. The

4σj is called RMS jitter, which stands for root-mean-square.
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dominant capacitances are the two Cis and the capacitance of the tail node of the

comparator. These capacitances are proportional to Ci since the relative sizes of the

devices are set by timing constraints. For our design, ki is around 3. The transistor

and capacitor sizing of the sampler and the clocked comparator are very important

and set the sensitivity, electrical power and the bandwidth of the receiver. For the

front-end analysis, we assume that the voltage noise due to the clock jitter (σj∆Vb

Tb
) is

negligible. Since the comparator acts by switching the internal capacitor Ci through

its input transistor, the variance of the voltage noise at node A can be roughly

approximated by kT/Ci. Note that the noise at node A affects the accuracy of the

comparator the most among other noise sources. Therefore, the input-referred noise

of the amplifier is about A−2
c kT/Ci, where Ac is the voltage gain from the input (Vs)

to point A in Figure 3.29. Ac is between 1 and 3 depending on the common-mode

voltage.

With these assumptions, we effectively have a sample and hold circuit with an

equivalent capacitance of Cs and A2
cCi in series. The total thermal noise can be

expressed as σ2
n = kT/Ceff where Ceff = A2

cCiCs/(A
2
cCi + Cs). The required input

optical power due to the random noise is then

Pop = R−1
√

kT.SNR/Ceff (Cp +
n

2
Cs)f (3.7)

Figure 3.30 shows how required optical energy per bit changes as a function of

Cs for different values of Ci and Cp. Increasing Cs up to the point that the total

input capacitance is not increased significantly can help to reduce the optical energy

by decreasing the kT/C noise. For Cp = 200fF, and a multiplexing factor of 5, the

optimum value of Cs is around 15fF. As shown in Figure 3.30 the optimum value

of Cs is about 2x smaller if Cp is reduced to 50fF. Although larger values of Ci can

reduce the noise, smaller Ci is preferred for lower electrical power. In our design, we

chose Ci = 10fF as a compromise between optical and electrical power.

As we mentioned before, in order to generate a full swing NRZ output, a second

stage sense-amplifier followed by a RS latch is added to the front-end. The power

consumption of these stages plus the power of clock buffers driving both wires and
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Figure 3.30: Required optical energy per bit versus Cs , Ci and Cp assuming n = 5,
R = 0.5A/W, SNR=36 (BER =10−10), and Ac=1

transistors should be considered for total power of the front-end.

3.4 Receiver Testing

The dynamics of the voltage at the input node of the receiver is observed by adding an

analog sampler [85] shown in Figure 3.31, to the this node. The samples of the input

waveform generate a proportional current at the output of the sampler. If a periodic

input pattern is sent to the receiver and the sampling frequency is not exactly equal

to the frequency of the input pattern, over a long time, the sampler sweeps through

many points of the input pattern. Therefore it is possible to reconstruct the input

waveform, which gives an estimate of voltage swing per bit, ∆Vb, at the input node.

Note that frequency of this sampler can be much lower than the data rate. The input

periodic pattern is generated by the transmitter, which can be programmed to send

a fixed 16-bit pattern or a pseudo random bit sequence (PRBS).

The replica of IDC is also brought to a separate pin to estimate the average

input photocurrent. If I0 is set to be close to zero, the modulation current is also
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Figure 3.31: Analog sampler for monitoring the input voltage waveform

approximated by ∆I = (I1−I0)/2 ' IDC . Having ∆Vb and ∆I one can easily estimate

the total input capacitance of the front-end by Ctot = (∆I×Tb)/∆Vb. The photodiode

responsivity is also approximated by measuring IDC and the optical beam power.

In this integrating front-end, the voltage swing headroom is limited by the op-

eration range of the NMOS sampling transistors on one side, about 1.6 V in this

technology, and the minimum common-mode voltage required by the comparators,

about 0.8 V, on the lower side. The initial DC voltage of the input node can be

set to about 1.2V to achieve a ±400mV voltage swing due to the input data. Long

sequences of ones and zeros in a row not only stress the voltage headroom but also

create small ripples in IDC as it is explained in section 3.3.3. Therefore, these patterns

are the worst-case data streams for the receiver sensitivity and speed. In order to

measure the sensitivity one can reduce the optical input power to hit the desired BER

with a DC-balanced input pattern. Alternatively the sensitivity can be estimated by

sending an unbalanced data stream using the fixed pattern transmission mode. With

unbalanced input data, the IDC is shifted in one direction and the voltage swing ∆Vb

will be smaller in that direction, shown in Figure 3.32. Increasing the degree of un-

balance up to the point of observing error in the data recovery can also provide an

estimate of the receiver sensitivity.



CHAPTER 3. RECEIVER DESIGN FOR OPTICAL INTERCONNECTS 70

Tb VbI0 I1IDC Vb0IDC Vb1(a) (b)Vin
Figure 3.32: Effect of sending unbalanced input data stream to the receiver, (a)
balanced input data (b) unbalanced input data, ∆Vb = 2∆Vb0

3.5 Results and Performance Comparison

The first version of the receiver front-end was implemented in a 0.25µm CMOS tech-

nology. A block diagram of the top-level design is shown in Figure 3.33. An on-chip

delay-locked loop takes a reference clock and generates an internal low-jitter clock for

the samplers, comparators and the support circuits. In this initial design, the phase

of the sampling clock is set manually by adjusting the phase of the external clock.

Before the flip-chip bonding of the p− i−n diodes and optical testing, this receiver is

tested with electrical signaling. The electrical testing of the receiver is possible with

on-chip current switches, modulated by the data, that mimics the input current from

the photodiode. A row of MQW p − i − n’s is flip-chip bonded to the CMOS chip

shown in Figure 3.34. This receiver was tested with the optical input data and the

results are summarized in Table 3.1. The reported total power consumption, 3mW,

includes the front-end sampler/comparator, the second stage Strongarm latch, the

SR latch and local clock buffers at 1.6Gb/s data rate and with a 2.5V supply. As we

mentioned before, in this design, the duty cycle of the sampling clock phases should

be less than 50% to provide enough timing margin to trigger the sense-amplifier. The

comparison should start after all the charge injections from the samplers are settled,

and before the new sampling starts. Clock jitter and skew add to the required non-

overlapping region, and call for very low duty-cycles. In this test-chip the data rate

was limited by the minimum duty-cycle of a reliable sampling phase that was possible
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Figure 3.33: Top level block diagram of the first receiver test-chip

on-chip, which allowed about 150psec non-overlapping region and 1.6 Gb/s data rate.

As we mentioned in Section 3.3.4, this problem can be removed if multi-phase clocks

are used for the sampling/comparison as we did in our second test-chip.

In the second design a double sampling/integrating front-end was fabricated in a

similar 0.25µm CMOS technology as part of a transceiver test-chip for parallel optical

interconnections. Using five 1GHz clock phases, a de-multiplexing factor of n = 5 was

implemented to achieve a data rate as high as 5Gb/s. The front-end was optimized

for Cp = 200fF and therefore the comparators are sized for Cs =15fF as shown in

Figure 3.30, resulting in about 250fF total capacitance at the input node. For this

design the input noise amplitude was measured by gradually increasing the offset

and looking at the error rate. For a 10−10 error rate, the measured noise amplitude

is ±6mV. The measured residual offset is only 2.5mV. In order to achieve a BER

better than 10−10, ∆Vb needs to be ±(6σn + Voff ) ' ±9mV, which corresponds

to 4.5fJ optical energy per bit and 22.5µW of optical power for 5Gb/s data rate

(R = 0.5A/W). With a 2.5V power supply, the electrical power consumption is 0.5mW

for the first stage comparator, 0.4mW in the second stage sense-amplifier and RS

latch, and 0.5mW in the clock buffers (about half of it in wires) at 1GHz clock. The

samplers’ power is in the order of µW and is therefore negligible. This gives a total of

7mW power for the five samplers/comparators needed to support a 5Gb/s data rate.

For a comparison, assume that a TIA is also implemented in a 0.25µm standard
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Figure 3.34: Fabricated test-chip with the flip-chip bonded devices

Technology 0.25µm CMOS

Power Supply / Threshold 2.5 V / 0.55 V (NMOS)

Diode Capacitance 270 fF

Data Rate 1.6 Gb/s

Required Input Photocurrent 11 µA

Voltage Swing per Bit ±8.5mV (BER< 10−8)

Power Consumption 3 mW

Area Consumption 80µm ×50µm

Table 3.1: Chip performance summary
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CMOS technology. In order to achieve a 5Gb/s data rate, the overall bandwidth of

the TIA (BW ) should be at least 2.5GHz to avoid inter-symbol interferences (ISI) at

the output. As it is explained in the Appendix A and mentioned in Section 3.2.3, for

stability reasons the second pole, which is due to the voltage amplifier itself, needs

to be at 3 × 2.5 = 7.5GHz or higher. Therefore, for a gain of 4 in voltage amplifier,

a gain-bandwidth product of around 30GHz is required. The ωT then needs to be at

least 2π× 30GHz. The TIA bias current depends on gm, which is set by ωT , and Cgs,

which is close to Cp for an optimum noise performance. This bias current is estimated

in the Appendix A, Eq(A.12), to be
ω2

T CpL2

2µ
. Replacing L = 0.25µm and CP =200fF,

results in ID ' 6mA. Therefore, the electrical power consumption with a 2.5V supply

will be about 15mW for 5Gb/s data rate. Note that for a simple TIA, this result is

optimistic since fT of 30GHz is not trivial in most 0.25µm technologies because at

high current densities gm does not continue to increase with increasing ID. However,

bandwidth enhancement techniques such as inductive peaking can compensate for

this. Note that a differential TIA will burn as much as two times the power of a

single-ended TIA. Assuming the next stage limiter consumes about the same amount

of power, for a 5Gb/s full swing output in a 0.25µm CMOS technology the front-end

consumes more than 40mW of power. On the other hand, TIA noise analysis (in

Appendix) shows that the sensitivity of the TIA can be in fact up to two times better

than our double sampling front-end. The double sampling front-end, which requires

a very small voltage swing at the input node, has a significantly better sensitivity

compared to the other integrating front-ends discussed in Section 3.2.4.

3.6 Summary

The power consumption and area of receiver front-end circuitry is a critical design

aspect of parallel optical interconnects for future arrays, where 1000s of beams are sent

to a single chip. While transimpedance amplifiers have a relatively high sensitivity,

the power consumption and stability issues of the TIAs make them less than optimal

for the array applications. Integrating front-ends can reduce the power consumption

by avoiding an analog amplifier that runs at the bit-rate.
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This chapter described a double sampling integrating front-end that has a low

power consumption, high data rate and relatively good sensitivity. The high data-rate

is possible by a de-multiplexing scheme where multiple samplers and comparators run

in parallel, while using a single photodiode. The double sampling technique provides

a self-reference for the data resolution and a negative feedback loop subtracts a DC

current from the input that effectively controls the voltage of this node and allows a

bipolar voltage change for zero/one bits.

The double sampling/integrating receiver discussed in this chapter was imple-

mented in two different versions, both using National Semiconductor’s 0.25µm CMOS.

In the first design a de-multiplexing factor of two supported a 1.6Gb/s data rate with

a 2.5V supply and consumed only 3mWs of power. An on-chip delay-locked loop gen-

erated a low jitter clock signal for the receiver, while the clock phase was manually

adjusted to for the best sensitivity result. In the second test-chip with the array of

the receivers on a single chip, we achieved a data-rate as high as 5Gb/s in a similar

0.25µm CMOS technology. The higher data rate is possible by a 1:5 time-division de-

multiplexing scheme using five different clock phases. A clock recovery phase-locked

loop, described in Chapter 5, generated the synchronous multi-phase clocks.

.



Chapter 4

Scaling and Common-Mode

Control

CMOS has been the leading technology for building integrated circuits for many

years [6]. The number of MOS transistors per chip almost doubles and the speed of

CMOS gates improves by ' 40% every three years [7]. The shrinking feature sizes

and lower supply voltages reduce the power consumption of most processing blocks

while they run at a faster speed.

Reduction in power consumption and area of transceivers allow higher numbers

of IOs per chip. The combination of higher number of IOs and higher data rates per

IO leads to a huge improvement in the overall chip-to-chip bandwidth. This chapter

examines how the performance of the optical receivers will scale with advances in

CMOS technology. We look into the challenges and problems introduced to the

double sampling front-end design in deep submicron CMOS. In order to alleviate

some of the problems associated with scaled power supplies, we propose a decision-

directed common-mode control technique for this receiver. The scaling of TIAs is also

discussed briefly in this chapter for comparison purposes.

75



CHAPTER 4. SCALING AND COMMON-MODE CONTROL 76

4.1 Double Sampling Front-End Scaling

The removal of the high-speed gain stage in the proposed double sampling integrat-

ing front-end, makes it a promising candidate for CMOS technologies that commonly

have a poor gain-bandwidth product. While the digital behavior of the front-end

prompts a good scalability, there are many subtle design issues as we move to ad-

vanced technologies. In this section, we examine the scaling behavior of the double

sampling/integrating front-end with respect to sensitivity, bandwidth, power con-

sumption and dynamic range.

Sensitivity

Our discussion in Section 3.3.5, and Eq(4.1) show that the required optical power

for this receiver, strongly depends on Cp and Cs, the diode capacitance and the

sampling capacitance. If these capacitances stay constant, the input optical power

increases linearly with the data rate as technology scales. This effect is particularly

problematic as the array of transceivers becomes very dense. If we use modulators

at the transmitter side, if the optical power per receiver Pop increases with the data

rate, the power of the external laser should increase even faster than the number of

beams on the chip. On the other hand, if we use VCSELs, the current of the laser

should increase and the electrical power consumption of the transmitter will not scale

as fast. Figure 3.30 shows that the optimum value for Cs reduces only if the diode

capacitance is reduced.

Pop = R−1
√

kT.SNR/(Cs || A−2Ci)(Cp +
n

2
Cs)f (4.1)

Recent advances in design of photodiodes promise diode capacitances as low as

50fF. This helps to keep optical power constant for few generation of technologies

after our 0.25µm CMOS and Cp of 200fF. As we mentioned before, scaling of diode

capacitance is not trivial because of the other trade-offs. The capacitance is propor-

tional to Ad/w, where Ad is the area of the diode and w is the width of i region.

Decreasing Ad leads to possible optical power loss due to the imperfect focusing. On
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the other hand, increasing w reduces the field in the i region and slows down the pho-

todiode1. If the scaling of diode capacitance slows down, the sizing of the front-end

transistors does not scale as technology scales and Pop increases with the data rate.

Data-Rate per Receiver

If the feature sizes in CMOS technology scale down with rate α, the switching speed

of transistors increases almost linearly with α−1. The fundamental limit on the band-

width of the double sampling/integrating receiver is the aperture time of the samplers.

For higher data rate the RsCs time constant should scale down, where Rs is the ON

resistance of the NMOS switch. For the optimum sensitivity we need to keep capaci-

tance Cs constant. Thus, for higher data rates the resistance Rs should scale down.

This is possible by keeping the width of the pass-transistor (in microns) constant,

while the length is equal to the minimum channel size of the technology. As tech-

nology scales, the transistor channel length scales down and so does Rs. Similarly

the on-chip clock frequency for generation of multi-phases increases and allows higher

data rates.

Power Consumption

The power consumption in high-speed IOs is the most crucial problem today. In-

creasing the number of IOs per chip is possible only if the power consumption per

IO reduces. In digital systems the power consumption is dominated by the dynamic

power for switching internal capacitances, P = CV 2f as well as the leakage dissi-

pations. As technology scales, the dynamic power consumption of a similar block

reduces as almost α2. This is because the capacitances reduce with α, the power

supply reduces with α, and the frequency increases with α−1.

For our front-end, the capacitances of the samplers/comparators stop scaling down

when the scaling of the diode capacitor stops. Therefore, the power consumption of

the front-end scales only as α. However, The power consumption in the following

stages (second sense-amplifier and SR latch), wires and clock generation circuits scale

1However, new device structures are subjects of ongoing research, and may allow capacitances as
low as a few fF.
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as α2. As we will see in Chapter 5, in our 0.25µm technology, more than 75% of

the total power is consumed in the PLL and clock buffers, resulting a faster scaling

than α in the overall power. But eventually the power of the front-end will dominate.

A simple scaling to 90nm technology with 1.0V power supply and constant diode

capacitance, results in a power break down of 40% in the front-end and 60% in the

CDR. Therefore, compared to our 0.25µm technology, the feature sizes are scaled by

α = 0.36 and the power is scaled by P0.25/P90 = 0.2. With 90nm technology the total

power of receiver reduces to about 1.0mW per Gb/s. If scaling continues with the

same trend, at 65nm and 0.65V supply the power of front-end and CDR will be equal.

After this point, the front-end will burn more power than CDR. It is important to

mention that as technology continues to scale, supply scaling will slow down when

V dd reaches around 1.0V. When this occurs, front-end power will increase with data

rate and CDR power stays almost constant.

Overall Bandwidth

The overall interconnection bandwidth Rtot depends on the data-rate per IO, R0, and

N , the number of IOs per chip, Rtot = N ×R0 . Some of the limiting factors for the

number of IOs per chip are (i) power consumption, (ii) area, (iii) beam density and

cross-talk, and (iv) minimum pitch and yield in the array of optical devices. The

power consumption of the double sampling/integrating front-end reduces as αk where

1 < k < 2 and allows a proportional increase in the density of IOs until the device

fabrication and focusing problems put a hard limit on the density. Since the data

rate per IO increases as α−1, the overall chip-to-chip bandwidth increases as α−k−1.

For a 90nm CMOS technology, R0 can be as high as 15Gb/s and with 1000 IOs per

chip we achieve 15Tb/s, while the chip consumes 30W of power (30mW per IO)2.

Dynamic Range

The proposed integrating front-end relies on a DC-balanced input data pattern. The

balance length NDC is limited by the allowable voltage swing at the input node ∆Vin,

2As a rough approximation we have assumed that the power of the transmitters and receivers
are about the same.
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as well as ∆Vb, the voltage swing per bit, NDC = ∆Vin/∆Vb. For a certain ∆Vin this

requirement puts an upper limit on ∆Vb and therefore on the maximum input optical

power. The input power to the receiver can be reduced by sending a feedback signal

to the transmitter, requesting a lower transmit power.

As technology scales, the kT/C noise requirements does not allow scaling of ∆Vb

to lower values for a constant BER. On the other hand due to the scaling of V dd,

∆Vin decreases as technology scales. This effect calls for a lower value for NDC . For

a 90nm technology with V dd = 1V, ∆Vin is less than 400mV and maximum NDC can

be as low as 10-20 bits. The overhead percentage of DC-balanced codes increases as

the balance range decreases. For instance an 8b/10b code is balanced over 10 bits

but has only 8 bits of information with 20% overhead. In the next section we propose

a control loop that can reduce the dependency of NDC on V dd.

4.2 Decision Directed Current Control

In our integrating receiver, the voltage of the input node Vin goes high upon receiving

”ones” and goes down upon receiving ”zero” bits. The voltage swing can be controlled

if after the data is resolved, an equal amount of charge is added or subtracted from

the input node. If the resolved data value is a ”one”, a positive current should

be subtracted, and if it is a ”zero”, a positive current should be added to exactly

compensate for the input photocurrent. These feedback currents are called If1 and

If0 in Figure 4.1. The loop delay for subtracting these currents is m bits in this figure.

Assume that the input photocurrent is I1 or I0 upon receiving a one or a zero. If IDC

is set to the average of these currents and the two correction currents are set to be

If1 = If0 = (I1 − I0)/2, the voltage waveform at the input node would look like the

graph shown in Figure 4.2, where m is predicted to be 4.

In this design, if the received bit at time n is equal to the bit at time n−m the

new voltage swing per bit is zero, while if they are not the same the voltage swing

per bit will be two times the voltage swing per bit with no correction loop, 2∆Vb.

The maximum voltage swing at the input node is now ∆Vin = 2(m − 1)∆Vb. The

swing does not depend on NDC anymore and instead it depends on the delay of the
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  D[n-1]  D[n]VinLPFIDC sampler   D[n-m]
  F[n] logicIf1 Cc

  D_b[n-m]  D[n-m]VC
VC VCK.D[n-m]If0 dnupsampler offst

Figure 4.1: Block diagram of decision-directed common-mode control

Tb
2 Vb

I1 IDC
Vin

I0
6 Vb

Start the decision-directedcontrol here
V[n-1]=V[n]Vb If1=If0

Figure 4.2: Input voltage waveform with the decision-directed current control
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D[n-m]=1
V[n-1]Vb Voffset= + VbV[n] :  If D[n]=0V[n] :  If D[n]=1

D[n-m]=0V[n-1] V[n] :  If D[n]=1Voffset= - VbV[n] :  If D[n]=0
Figure 4.3: Data resolution for DDCC by adding offset, four possible cases for different
values of D[n] and D[n-m] are shown

correction loop.

With this common-mode control method, the double sampling data resolution

scheme needs a slight modification to work. As shown in Figure 4.2, if the current

added to the input node is equal to the current subtracted, the two consecutive

samples V [n] and V [n − 1], are equal. In this situation the data resolution for D[n]

is possible only if an offset voltage equal to ∆Vb is induced to the sense-amplifier

comparator, in a direction that is determined by D[n − m]. The detail of data

resolution with the induced offset is shown in Figure 4.3.

The two current sources If1 and If0 need to be dynamically adjusted and track

the incoming optical power. We can employ a feedback loop to control the correction

currents. Whenever D[n] ⊕ D[n −m] = 1, if the currents are set correctly, the two

consecutive samples V [n] and V [n − 1] should be equal. The difference between

these values can be used as an error information for the current adjustment loop.

By adding an extra branch of double sampler/comparator to the front-end with a

constant zero offset, we can compare these two consecutive samples. The output

F [n] is used whenever the condition of D[n] ⊕ D[n − m] = 1 is satisfied to drive a

bangbang-controlled loop as shown in Figure 4.1. A simple logic block determines the

direction of up/dn command by looking at D[n], D[n−m] and F [n]. The loop filter
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Figure 4.4: Simulated loop dynamic for DDCC

can be a charge-pump with a capacitor Cc creating a single pole/integrating transfer

function. The output of the charge-pump is then used to control the two correction

currents.

One interesting issue is the interaction of the common-mode control loop and the

loop that adjusts IDC . Figure 4.4 shows the simulated dynamics of the two loops

when the decision-directed common-mode control (DDCC) loop is set to be slower

than the IDC control loop. As we mentioned before, the IDC control loop is of second

order and has a compensation zero. In Figure 4.4 the input photocurrents are set

to I1 = 50µA and I0 = 10µA. The simulation results confirms that the maximum

voltage swing is confined by 2(m− 1)∆Vb.

In this design both If1 and If0 are controlled by the same voltage V C. Since we

have two different loops adjusting the overall currents at the input node, any offset

between If1 and If0 is compensated by IDC control loop. In fact we can simply remove

If1 which will be incorporated into IDC automatically.
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Figure 4.5: Simulated loop dynamic for DDCC with comparator noise and offset,
σn = 1, offset=3

It is also important to investigate the effects of the noise and offset of the com-

parator in the DDCC loop. Figure 4.5 illustrates the performance of the loop in

presence of noise and offset in the comparator, where they create small ripples in the

correction currents. Heavy filtering in the loop can reduce this problem. However, if

the offset is relatively large compared to the random noise, as is the case in Figure 4.5,

a dead-zone is created and the correction current will not reach to the final value.

The DC error in the size of the currents leads to larger overall voltage swing at the

input, which depends on the input pattern and NDC . Therefore, it is important to

reduce the offset of the comparator below the noise level.

Among the challenges of this design is the introduction of the correct offset into

the data comparators shown as kD[n−m] in Figure 4.1. In this design we assume that

we can calibrate the offset using a training signal at the beginning of the actual data

transmission, for the best BER. It is also possible to set the induced-offset dynamically

by adding an extra comparator and a secondary loop for offset adjustment. However,

this solution adds to the complexity and area of the front-end.
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In our double sampling/integrating front-end, for small values of ∆Vb, precise

offset cancelation is essential to achieve a low BER. As we mentioned in Chapter 3,

the residual offset of the sense-amps has an unwanted dependency on the common-

mode voltage. The proposed control loop can reduce the overall voltage swing at the

input node when the input optical power is close to the receiver sensitivity. Therefore

the problem of offset variation reduces by this technique and sensitivity improves. At

large input optical powers, ∆Vb is large and offset cancelation is not as crucial for a

correct data resolution.

4.3 TIA Scaling

For comparison reason, it is interesting to investigate the performance scaling of a TIA

as technology scales, as well as its dependence on the characteristics of photodetector.

Most of the discussions in this chapter are based on the shunt-shunt TIA performance

analyzed in detail in Appendix A.

As we mentioned in Chapter 3, to ensure stability the bandwidth of the voltage

amplifier needs to be at least α = 3 − 4 times higher than the bandwidth of the

TIA (BW ) . The TIA bandwidth is set by the pole at the input node and defines

the maximum data rate of the receiver, Rmax ' 0.5BW . With constant diode ca-

pacitance, in order to achieve higher data rates, the feedback resistor Rf needs to

scale down, and the bandwidth of the voltage amplifier should scale up. Reducing

Rf creates a linear increase in its thermal current noise power density. Moreover

at higher frequencies the input-referred voltage noise of the amplifier translates to a

proportionally higher current going onto the parasitic capacitance at the input. The

total noise at the input, which is the sum of the amplifier noise and noise of Rf , can

be estimated by integrating the current noise power density over frequency. Since the

voltage amplifier bandwidth is proportional to BW , we can assume that the noise

bandwidth is Fn × BW , where Fn is commonly around 4. With the noise power

density and its bandwidth being both proportional to BW , after the integration the

total noise power is proportional to BW 2.

The sizing of the input stage of TIA can be optimized for the lowest input-referred
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noise [72]. In the optimized design the Cgs of the input common-source transistor

turns out to be 0.5-1 times the diode capacitor Cp. The total current noise at the

input of TIA is expressed in Eq(4.2) for Cgs ' Cp from Appendix A.

In ' BW

√
2kTCp

A
(
8γα

3
F 3

n + 4Fn) (4.2)

γ here is the excess noise coefficient of the input transistor and for 0.25µm tech-

nology is about 2.5. This equation shows that while In is reduced by the gain of

the amplifier A, it increases linearly with the data rate and bandwidth, BW . The

required optical power is proportional to this current noise, Pop =
√

SNRIn/R, where

R is diode responsivity and SNR is the target signal-to-noise ratio. Therefore, with

a constant Cp the required input optical power, Pop increases linearly with the data

rate. Note that for such a design the noise and thus the minimum optical power is

proportional to the square root of Cp.

As we discussed in Chapter 3 and Appendix A, gm of the input TIA transistor

depends on target ωT for achieving the required gain-bandwidth product, as well as

the diode capacitance Cp for an optimum noise performance. This gm sets the required

bias current of the TIA, ID. The bias current of the TIA is roughly derived in the

Appendix A, Eq(A.12), and shows that ID is proportional to the diode capacitance,

ID ∝ ω2
T CpL

2, where L is the transistor channel length. In order to increase the

data rate with the same rate that dimensions shrink (α) while keeping A constant,

ωT needs to increase as α−1. Therefore, as technology scales, with a constant CP , ID

stays constant. Since the electrical power consumption is the product of the current

and power supply voltage V dd, the TIA power consumption scales down with the

same rate as V dd in future technologies.

The above power analysis is optimistic since ID is estimated without including

the short-channel effects in CMOS technologies. Achieving high gains in deep submi-

cron technologies is in fact very challenging and requires higher bias currents, unless

bandwidth enhancing techniques are employed.
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4.4 Summary

Advanced CMOS technologies are promising for building thousands of optical IOs per

chip that run at multi-Giga bit per second data rates. For building dense arrays of

receivers on chip, scaling of required electrical power and optical power per IO, are

critical. In this chapter we examined different aspects of double sampling integrating

front-end and TIAs as CMOS technology scales. While the proposed integrating

front-end is more like a digital block and many of its peripheral circuitries scale

very well, the noise and sensitivity requirements restrict the scaling of the front-end

sampler and comparator. Thus the front-end power scales only with same rate as

V dd. Interestingly, the power consumption of TIAs scales at most as fast as our

receiver. The power consumption and sensitivity of both receivers depend strongly

on the diode capacitance. However, the TIA sensitivity depends on the square root

of Cp while the integrating front-end sensitivity linearly depends on Cp. Scaling of

the power supply and Cp will slow down due to physical limitations. Therefore, both

the electrical power and the optical power of IOs put a hard limit on the number of

IOs possible on-chip.

TIAs and the integrating front-end both suffer from the reduced voltage headroom

of scaled technologies. The reduced dynamic range at the integrating node limits the

maximum input optical power and the DC-balance range of data. In this chapter we

proposed a decision directed common-mode control technique to solve this problem.

By adding one extra comparator, a feedback loop adjusts and switches an extra

current onto the integrating node. The direction of the current depends on the value

of resolved bits. Thus this current compensates for the voltage swings of previous

bits and removes the dependence of overall voltage swing on the DC-balanced range.

Instead, the voltage swing depends on the delay of the loop.



Chapter 5

Clock Generation and Timing

Recovery

The integrating front-end described in Chapter 3, directly samples the voltage of

the input node to resolve the data. In order to maximize the signal amplitude and

sensitivity of the front-end, the sampling must occur precisely at the end of a bit

time to make the integration period exactly equal to the bit period. As we mentioned

in Chapter 3, the high data-rate in this design is feasible by a time-division de-

multiplexing scheme. The timing to trigger each branch of the receiver in sequence is

governed by multiple clocks with equal phase spacings. The average clock frequency

times the number of phases should be equal to the data rate. In this chapter we

explore techniques to accurately generate and align the synchronous multiphase clocks

for the receiver, with focus on low power techniques. While the clock recovery for this

receiver has many similarities with the electrical link CDRs, the integrating nature

of the high impedance input node and small voltage swings, differentiate it from the

previous solutions. Unlike long-haul optical communication, in this work the clock

recovery is performed right at the front, with no initial signal amplification. We start

the chapter by exploring the possibility of extending the standard 2x-oversampled

clock recovery technique, developed for the electrical links and long-haul optical links,

to this front-end.

In most designs a large percentage of receiver power is consumed in the clock

87
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recovery circuits and clock buffers. This is particularly true for our low-power front-

end design. In order to reduce the overall power consumption of the receiver a new

baud rate clock recovery technique is proposed and analyzed next.

For validation of these ideas we built a transceiver test-chip in 0.25µm standard

CMOS. This chip consists of 2D arrays of transmitters and receivers with the proposed

clock and data recovery techniques. For comparison reasons, half of the receivers

have the 2x-oversampled CDR and half the baud rate CDR. The second part of this

chapter is focused on the design and implementation of this test-chip. As we will see,

our measurement results indicate that the noisy phase information of these techniques

require CDR loops with long integration periods for a low-jitter performance. Possible

improvements in the design and loop architecture are proposed at the final section of

this chapter.

5.1 2X OverSampled Clock Recovery

The most common CDR technique for electrical signaling over 50 Ω wires is the 2x-

oversampled CDR described in Chapter 2. A similar technique can be used for our

integrating front-end. Figure 5.1 shows the input voltage waveform upon receiving

a one-zero transition. The front-end samples the input waveform at the end of each

bit-period. The data D[n] is then resolved by comparing the present sample with the

previous sample taken one bit-period before that. At any transition, if the clock is

in-phase with data, the two samples taken at the middle of these consecutive non-

equal bits, V mn−1 and V mn in Figure 5.1, are expected to be equal. Any phase error

would cause these two voltages to be different. Therefore if these consecutive middle

samples which are similarly one bit-period apart, are compared at any transition, the

difference between the two values provides complete information about the magnitude

and direction of the phase error. This difference can be used as an error signal in a

PLL or DLL to adjust the frequency and phase of the sampling clocks. In a bangbang-

controlled loop only the sign of the error signal with respect to the transition (10 or

01) is used to correct the phase and frequency with constant steps. This is done

by generating the corresponding up/dn commands. In order to implement the clock
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Figure 5.1: 2x-oversampled phase deetction for the integrating front-end

recovery loop, one can simply duplicate the samplers/comparator part of the double

sampling/integrating front-end. This new set of samplers/comparators needs to be

clocked with an extra clock phase, shifted by half a bit-period. The phase correction

up/dn commands can be easily generated by using the resolved values of the data

and phase resolution blocks. The control loop then adjusts the clock phase by trying

to equalize the consecutive middle samples, V mn and V mn−1 in Figure 5.1, at any

transition.

The 2x-oversampled technique has the advantage of providing phase correction

at any data transition. However, it requires extra sets of samplers and clock phases

that add to the area, power consumption and design complexity, particulary for mul-

tiplexing schemes with many phases.

5.2 Baud Rate Clock Recovery

Removing the extra phases required for oversampled CDR can help to reduce the

power consumption in the oscillator and clock buffers and relax the difficulties of

phase spacing control. As we discussed in Chapter 2, there are a number of techniques

proposed to avoid the extra sample and to perform baud rate clock and data recovery

in digital communication systems [43]. The requirement of analog and digital signal

processing in such techniques adds to the complexity and can increase the delay of the

loop. The double sampling/integrating front-end has unique properties that allow a

baud rate CDR with an efficient and simple scheme. In this section, we discuss
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the basic principles of this CDR technique, followed by performance analysis and

comparison.

5.2.1 Principles of Baud Rate Clock Recovery

The 2x-oversampled CDR can be slightly modified to enable a phase recovery scheme

that only needs the same voltage samples used for data recovery. Figure 5.2 shows

the input voltage waveform of the integrating front-end upon receiving the data. As

an example we choose a ”1100” data pattern. It is clear from the figure that for

this particular pattern, if the sampling clock is in-phase with the incoming data,

the two samples Vn and Vn−2 will be equal. Any error in the sampling clock phase

would lead to nonequal Vn and Vn−2. The phase error direction, early or late clock,

determines the sign of the error difference between the two samples for the ”1100”

pattern. Therefore, if each data sample is compared with its two-bit older sample

Vn−2, the result information can be used for phase recovery. The operation is similar

to normal data resolution where we compare each sample Vn with a one-bit older

sample Vn−1. The P comparators in Figure 5.3 are added to the front-end for this

purpose.

The error information for the CDR loop is now the difference in the two samples

and the 4-bit pattern that corresponds to samples Vn−3 to Vn+1. Not all 4-bit pat-

terns provide phase information for the clock recovery. The valid patterns for phase

corrections are those that give equal Vn and Vn−2 samples when the clock is synchro-

nized with the incoming data. ”0011” and ”1100” are patterns that have complete

early/late phase information. Most other patterns have conditional phase informa-

tion only in one direction. For instance ”1101” only gives robust results when the

input leads the clock as shown in Figure 5.2. Table 5.1 lists valid patterns with the

corresponding condition for a meaningful result. Out of 16 possible 4-bit patterns,

two give full phase information and four give half phase information. Thus the effec-

tive probability of getting phase information from a random input data is 0.25. This

is two times smaller compared to 2x-oversampled CDR where phase information is

provided at any transition (Pr = 0.5).
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Figure 5.2: Integrating input waveform and baud rate phase detection

Vn-2 Vn-1 VnVn-2Vn   P[0]  D[1]  D[0][4][0] [1] [2] [3]   P[4]Vn-1Vn[0] [1] Tb
Figure 5.3: Samplers and comparators for baud rate CDR
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pattern late early

0010 No Yes
0011 Yes Yes
0100 Yes No
1011 Yes No
1100 Yes Yes
1101 No Yes

Table 5.1: 4-bit patterns with phase information for baud rate CDR

In this CDR technique the storage of each data sample for at least two bit-periods

is the main requirement. In order to perform the sampling/comparison with a sam-

ple kept for two bit periods, at least four different clock edges are required to define

the sample, hold and comparison timings. In a de-multiplexing scheme described in

Chapter 3, multiphase clocks used to increase the data rate can satisfy this require-

ment as well. Four or more clock phases allow keeping each data sample for more

than two bit-periods. In the next section the performance of described baud rate

CDR is discussed in more details.

5.2.2 Phase Detector Performance Analysis

The clock recovery techniques discussed in the previous sections resolve the phase in-

formation with schemes similar to the data resolution. It is important to evaluate and

compare the phase detection behavior and the output clock jitter, with small voltage

swings at the input node. A typical block diagram of a bangbang-controlled clock

recovery loop is shown in Figure 5.4. From the incoming data two sets of samplers

and comparators resolve the data, D signals, and raw phase information, P signals.

A pattern and phase detector module then generates the up/dn phase correction

commands for the loop. The clocking of the P comparators and the phase detector

design and logic depend on the clock recovery algorithm. The up/dn commands are

filtered and used to adjust the frequency and phase of a controlled oscillator, which

generates the receiver sampling clock. In this loop the frequency adjustments step or

the integral gain is δf , and the phase adjustment step or the proportional gain is δφ.
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Figure 5.4: Bangbang CDR loop architecture used for the performance analysis

In practice, the comparator, phase detector and filter introduce extra delays in the

loop which is included as a delay block.

We use this architecture to simulate and evaluate the performance of the two

phase detection techniques for our front-end. The input stream of data creates a

voltage waveform similar to the integrating front-end with a voltage swing per bit of

∆Vb and has a certain phase φin and frequency fin. For a general analysis, the input

frequency is scaled to unity, and each bit-period is assumed to be 360 degrees. The

timing of the samplers which generate the inputs for the comparators, is set by the

recovered clock φs.

The phase detector performance is examined while the loop is open and intentional

phase misalignments are introduced between φs and φin. The graph in Figure 5.5

compares the performance of the two phase detection techniques, 2x and baud rate

sampling, by looking at the probability of up/dn commands versus phase misalign-

ment for a random input data. We included the noise and offset of the samplers and

comparators in these simulations. The lower phase detection gain for the baud rate

CDR is expected since the overall probability of occurrence of patterns with phase

information in baud rate CDR is 0.25, while it is 0.5 for a standard 2x-oversampled

system. Unlike 2x-oversampled technique, the baud rate CDR, has wrong up/dn

decisions even at high phase offsets or with no noise and offset in the comparators.

This is because of the fact that each pattern with partial phase information has a
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Figure 5.5: Percentage of phase correction commands vs. phase misalignment for the
2x-oversampled and baud rate techniques

25% chance of wrong phase resolution. These patterns happen with probability of

4/16=0.25. Therefore the overall probability of wrong phase decision is 1/16 (6.25%)

even with no noise and offset in the system. This effect can be reduced by filtering

the up/dn commands. With a majority vote filter, the phase detection gain of the

two techniques get closer, as shown in Figure 5.6. The reductions in the effective gain

of the phase detector and the probability of phase corrections are the main trade-offs

for using baud rate clock recovery.

5.3 Optical Transceiver Test-Chip

The clock recovery techniques discussed in the previous sections were implemented

in a CMOS test-chip. This chip consists of arrays of transceivers for parallel optical

interconnection. The 2D array of receivers uses the double sampling/integrating

front-end with clock recovery per receiver. In this section we discuss the architecture
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Figure 5.6: Percentage of phase correction commands after a majority filtering over
every 5 bits

and design of this chip with focus on clock generation and timing recovery circuits.

The measurement results are discussed and evaluated next. As we will see some of

the measured results are less than optimum. In order to explain these results, we

revisit our simulations, which helps us to propose improvements for enhancing the

performance of the CDR.

5.3.1 Clocking High-Level Architecture

Power consumption and jitter performance are the most important considerations for

choosing the overall clocking architecture for dense high-speed IOs. For our system

we need to generate synchronous multiphase clocks for the multiplexed transmitters

and integrating front-end receivers.

In a 2D array of transmitters on chip, we can either distribute the multiphase

clocks from a shared PLL or generate them at each transmitter locally. In both cases,

precisely matching the delays of the multiple clock paths is important to maintain
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Figure 5.7: Optical transceiver chip block diagram

equal spacing between the clock phases. Even with identical layout, the distribution

paths are subject to random mismatches and noise, causing both jitter and phase

offset. Longer path delays create larger mismatches [86] [87]. The mismatches cause

non-equal bit-times and degrade the SNR. For this reason, distributing the centrally-

generated multiphase clocks to all transmitters is usually impractical. However, by

sharing clocking components and blocks, we can reduce the overall power consumption

and area. Figure 5.7 shows a top-level block diagram of the transceiver array. A

compromise was used in this design where each column of the transmitter array shares

the same global PLL and multi-phases are distributed vertically to all transmitters

in the same column. At the receiver side, each receive channel has its dedicated local

CDR PLL that generates the multiphases.

Figure 5.8 illustrates the high-level architecture of the transmitter and receiver
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Figure 5.8: Multiphase clock generation for the transmitter and clocked integrating
front-end

clocking. The multi-phase clocks are generated by tapping equally spaced outputs of

a ring VCO. The control voltage from the transmitter’s VCO, Vtx is used to set the

coarse frequency level of a similar VCO at the receiver, shown in Figure 5.8. The

phase correction signals from the CDR then drive the fine control loop of the receiver

VCO.

5.3.2 CDR Building Blocks

As illustrated in Figure 5.8, in our PLL design, the output of the phase detector sets

the control voltage of the VCO through a charge pump filter. The control voltage is

sent to a voltage regulator that controls and suppresses the noise of the VCO supply

to improve the jitter performance. The following sections briefly discuss the design

of the loop components.
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Voltage-Controlled Oscillator

The core of the transmitter and receiver PLL is the VCO with multiphase clocks.

Ring oscillators consist of adjustable delay elements and can facilitate generation of

multiphase clocks at a variable frequency. CMOS inverters with regulated supply

voltage have been used widely as delay elements of ring oscillators [42] and the noise

performance of such VCOs has been investigated in [40] [88] [89]. In a standard

2x-oversampling CDR, extra clock phases with half a bit-period shift are required.

Generation of main phases and middle phases with single-ended inverters using a

single ring is not possible. For such systems, differential delay elements [41] or coupled

ring oscillators [90] are required to generate both true and complementary clocks.

However, the clocking power consumption increases significantly in these designs.

Figure 5.9 illustrates the coupled ring VCO described by Kim in [1] and used in

our test-chip. For this design in a 0.25µm CMOS, the VCO gain is about Kvco =

600MHz/V.

Phase Detector and Charge Pump for Global PLL

The global/transmitter PLL locks to an external reference clock. In such PLL designs,

a wide VCO frequency and phase adjustment range is required and frequency-phase

detectors (PFD) are used for this purpose. The PFDs output is ideally linear for

the entire range of input phase differences from 2π to −2π. The performance of a

number of different PFDs are described by Mansuri et al. in [2]. The phase-frequency

detector shown in Figure 5.10 with pulsed latches [91] is used for our global PLLs.

This PFD has a high operating range and low power consumption, analyzed in [2].

A low-pass loop filter follows the PFD to convert the output up/dn signals to the

control voltage of the VCO. In this PLL design the filter is implemented by a charge-

pump (CP) which sources an average current proportional to the phase misalignment

onto a series capacitor and resistor. The up/dn signals turn on small current sources to

add/subtract charges to/from the CP capacitor at each cycle. A simplified schematic

of the CP is illustrated in Figure 5.11. As we mentioned in Chapter 2, a compensation

zero in this second order loop is needed to insure stability. The zero is implemented
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DelayInterpolator
Figure 5.9: Coupled ring-oscillator [1]

Clkoutdn RST upClkref
Figure 5.10: Phase-frequency detector for the global PLL [2]
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BiasIc[0] Ic[3]LPF CcpR Bias
Figure 5.11: Charge pump and loop filter

by a series resistance which is a PMOS transistor with its gate terminal connected

to ground. The output voltage of the CP, V ctrl, is buffered by a unity-gain voltage

regulator described in the next section.

Voltage Regulator

In order to reduce the clock jitter the VCO control voltage noise should be suppressed

to very small values. Since the output of the loop filter by itself is not immune to

noise and can not drive the switching current of the VCO inverters, a linear voltage

regulator that tracks the average of the loop filter output is necessary to provide a

stable and low noise supply for the VCO.

The linear regulator is a differential amplifier driving a PMOS current source with

a unity-gain feedback; see Figure 5.12. In order to filter out the high frequency noise

generated by the switching of the VCO inverter, a large load capacitor (about 2pF) is

used at the output of the regulator. This high capacitive load requires compensation

to insure the stability of the regulator. Supply noise rejection and area are the main

considerations for the compensation techniques.
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Figure 5.12: Linear voltage regulator for low noise VCO voltage control

Phase Detector for Baud Rate CDR

As we discussed in Section 5.2.1, the phase detection for the baud rate CDR is specific

and is based on the output of phase resolution comparator P , as well as the four data

values adjacent to it. Having a fast and simple phase detector is essential in the CDR

loop design.

The phase/pattern detector generates the up/dn commands for correction of

early/late output clock. As shown in Figure 5.3 an extra set of sense-amplifiers

that compare the Vn and Vn−2 for baud rate CDR, and V mn−1 and V mn for 2x-

oversampled CDR, generate the P signals and the normal data comparators resolve

D signals. The phase detector logic for baud rate CDR is shown in Figure 5.13. This

block looks for the patterns in Table 5.1 and decide to activate one of the up or dn

outputs. The delay of this block directly adds to the overall loop delay and should

be minimized. The CP/loop filter adjusts the control voltage of the VCO based on

these correction signals.

BangBang Integral and Proportional Control

The receiver PLL uses a ring oscillator similar to the one used for the global transmit-

ter PLL, Figure 5.9. The control voltage of the transmitter PLL, Vtx is used for coarse

frequency adjustment of local receiver PLL. This voltage is filtered and sent to an
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Figure 5.13: Phase and pattern detector for baud rate CDR

additive voltage regulator shown in Figure 5.14. Implementation of the integral and

proportional gains is similar to the techniques described in [1] [32]. The output of the

charge-pump, V ctrl is attenuated and added to Vtx to fine tune the frequency of the

RX V CO, acting as an integral loop gain. V ctrl changes the resistance of M3 tran-

sistors in the resistive voltage divider in the feedback path and effectively changes the

output voltage. The initial input voltage to the amplifier is reduced by using a voltage

divider (M5,6) to enable output voltage adjustment in both directions, smaller and

higher than Vtx. A charge-pump shown in Figure 5.15 generates the V ctrl. For this

bangbang-controlled loop the up/dn commands turn on small constant currents onto

the CP capacitor at each cycle. The effective voltage change seen at the output of the

regulator after each correction can be adjusted and is in the order of ±0.3mV. The

integral path compensates the frequency mismatches between the receiver VCO and

incoming data from another chip. To ensure a stable and non-ringing loop behavior,

a proportional gain acting as a zero in the transfer function is required.

The proportional path creates momentary changes to VCO control voltage Vc,

and only adjusts the phase of the clock. This behavior is implemented by adding two
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Figure 5.14: Receiver VCO fine control, integral and proportional gains
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dn Vctrl TX VCOSupply

Vdd
Figure 5.15: Receiver PLL charge-pump
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small transistor M1 and M2 to the output of voltage regulator. Upon receiving the

up/dn commands the transistors will be both ON or both OFF, while in the case

of no correction only one of them is ON. Switching of these transistors creates small

voltage ripples of around ±30mV on the VCO control voltage at around 1.0GHz.

In a bangbang-controlled loop, the correction steps through the proportional and

integral path determine the dynamics of the loop. The bandwidth and locations of

dominant poles and zeros automatically track the frequency of operation since both

the charge pump bias voltage and the gate voltage of M1 and M2 are driven from the

Vc itself. Therefore the correction steps are proportional to the VCO frequency and

are scaled accordingly. The dynamics of a bangbang-controlled loop are analyzed by

Walker in [92] and Kim in [1].

5.4 Experimental Results

The test-chip, with the optical transceiver array and per-channel clock and data

recovery is implemented in a 0.25µm CMOS technology. A die photo of the transceiver

test-chip is shown in Figure 5.16. This chip includes a 3× 3 array of receivers and a

3 × 3 array of transmitters, with 3 global PLLs for each column of the array. Four

of the receivers use the 2x-oversampled clock recovery and five of them use the baud

rate clock recovery technique.

This chip was designed to be flip-chip-bonded with a 2D array of GaAlAs MQW

p− i− n diodes. The receiver array, as well as the first two rows of the transmitters,

can interface with these devices through the flip-chip bonding pads. These devices

act as detectors at the receiver side and as modulators at the transmitter side. The

last row of transmitters are the VCSEL drivers with devices connected to the CMOS

chip using short wire-bonds. Unfortunately the flip-chip bonding of the GaAs optical

chip to the CMOS transceiver chip faced a number of problems and the optical testing

of the receivers and modulator drivers has not been yet possible. The receivers were

thus tested by on-chip electrical signaling as well as direct driving of the input node.

Table 5.2 summarizes the performance of the receiver and the CDR.

The jitter and sensitivity performance of the two CDR techniques are about the
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Figure 5.16: Transceiver test-chip for parallel optical interconnection

Technology 0.25µm CMOS

Power Supply / Threshold 2.5 V / 0.55 V (NMOS)

Data Rate 5.0 Gb/s

RX Clock Jitter 4.7 psec RMS @ 1.0 GHz

Voltage Swing per Bit ±40mV (BER < 10−10)

Power Consumption (2x-oversampled CDR) 87 mW

Power Consumption (baud rate CDR) 75 mW

Area Consumption 0.15 mm2

Table 5.2: Chip performance summary
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Figure 5.17: Receiver recovered clock signal

same, but the baud rate CDR has about 20% less power consumption due to the

removal of middle sampling phases. About 75% of the total power is consumed in the

PLL and clock buffers and only 7mW is burnt in each set of comparators for data

and phase resolution.

In order to lock the on-chip clock to the incoming data and achieve a low BER,

a voltage swing per bit of 40mV was necessary. Figure 5.17 illustrates the waveform

of the recovered 1.0GHz clock for a 5.0Gb/s data rate at the receiver. Unfortunately

the measured clock jitter and required voltage swing per bit are higher than what we

expected. Our secondary simulations and analysis showed that our loop design was

not optimum. In the next section we analyze and explain these results and propose

techniques for enhancing the performance.

5.5 Design Improvements

The loop architecture of Figure 5.4 can help us to investigate and simulate the closed

loop performance of the two CDR techniques for the integrating front-end. These

simulations help us to explain the higher jitter and required voltage swing.

The dynamics of the bangbang-controlled loop greatly depends on the integral and

proportional gain of the PLL, δφ and δf , as well as input SNR, VCO noise and loop
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Figure 5.18: Simulated jitter and measured jitter vs. input volatge

delay. In most CDR loops, since the input SNR of practical systems are relatively

low, a very low-bandwidth PLL is required. The phase information from our front-

end is particularly noisy due to the offset, noise and small voltage swings at the input

node. Our simulations show that the voltage swing per bit required for getting the

loop to lock, strongly depends on the offset of the comparators, and we need at least

3-4 times more signal swing compared to the offset for a low BER.

The measured RMS jitter in degrees versus input swing per bit, ∆Vb, is illustrated

in Figure 5.18. The input frequency is scaled to one and each bit period is assumed to

be 360 degrees. This figure also shows our simulation results when offset and noise are

10mV and σn = 2mV respectively, with δφ/2π = 5×10−3 and δf = 5×10−5. The gain

values are very close to the SPICE simulation results for our CDR circuits. In these

graphs, the jitter has a sharp drop as ∆Vb is increased from low values and then reaches

a noise floor. Our simulation indicates that large offsets and high loop gains are the

main reasons behind increased ∆Vb and noise floor. In our test measurements, many

of the comparators had a large initial offset and needed high offset compensation

factors. As we discussed in Chapter 3, larger initial offsets correspond to larger
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Figure 5.19: Jitter vs. input voltage swing with low loop gain and offset

residual offset variations with the common-mode voltage, after the compensation.

Figure 5.19(a) illustrates the simulated jitter performance for 2x-oversampled and

baud rate CDRs, when the loop gains and offset are reduced. In these simulations,

we set the proportional and integral gains to δφ/2π = 3×10−3 and δf = 3×10−5 and

offset to 2mV. The jitter and required voltage swing per bit are significantly reduced,

which corresponds to better sensitivity and lower BER. However, in this simulation

the VCO phase noise is ignored. Although a small loop gain helps to heavily filter

the noisy phase measurements, the VCO noise is filtered less effectively and directly

appears at the output as shown in Figure 5.19(b). In this simulation the VCO phase

noise has a RMS of σ(∆f/f) = 0.5%. This results confirm that for a low-bandwidth

CDR loop, it is essential to keep the VCO noise as low as possible. The phase

noise of the inverter-based ring oscillator though, is relatively high [40] [88] for such

application.

A dual loop architecture can break the direct trade-offs between the loop gain and

VCO noise [93]. A typical block diagram of this PLL is shown in Figure 5.20. The

outer loop locks to a clean reference clock with an optimized bandwidth to filter out
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Figure 5.20: Dual Loop Clock and Data Recovery Loop

both VCO phase noise and reference jitter. The digital inner loop mixes the multiple

clock phases from the outer loop using a phase interpolator. The interpolation is

controlled by a finite-state machine (FSM), driven by the CDR loop with very low

bandwidth and heavy filtering. The interpolators in this technique need to generate

very accurate phases with fine steps. Note that adding the phase interpolators and

the digital loop increases the power consumption and area of the design.

A low bandwidth CDR can help to reduce the clock jitter, but it also reduces the

frequency tracking range of the loop. Recently a number of researchers have proposed

building a second order phase tracking loop [94] to improve the frequency tracking

range.

As we mentioned in Chapter 4, using the decision-directed common-mode control

technique described in Chapter 4 can help to reduce the maximum offset by limiting

the common-mode variations. However, in future technologies the common-mode

change, even with a control loop, will be a large percentage of the voltage headroom.

As we mentioned in Chapter 4, the kT/C noise does not allow the scaling of the

input transistors and ∆Vb. This is in fact helpful in regard to offset since larger
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transistors correspond to smaller mismatches [83] and with scaling, residual offset

will be a smaller percentage of the ∆Vb.

5.6 Summary

In this chapter we discussed two different clock recovery techniques suitable for

the double sampling/integrating front-end. These techniques use the same decision

scheme proposed for the data resolution and do not require any signal amplification

for phase recovery. We showed that the standard 2x-oversampled CDR can be ex-

tended to this front-end. Since the power consumption is the major limiting factor

for the number of IOs per chip and a large percentage of power is consumed in the

clock generation and buffering, developing low-power CDRs is crucial.

The integrating nature of the front-end, the double sampling scheme and having

multiple clock phases allow us to perform a simple and efficient baud rate CDR. This

technique removes the need for the extra clock phases and middle samples which

facilitates lower power consumption and less complexity. The baud rate CDR tech-

nique requires specific four-bit patterns for phase detection. In a random input data

the overall probability of receiving phase information embedded in the data stream

is 0.25 compared to 0.5 in 2x-oversampled technique.

The implementation of clock recovery loops using these phase detection techniques

was described in this chapter. Our measurement results and secondary simulations

showed that our loop architecture limits the jitter performance of the CDR. With

the small swings at the input node and the large offset and noise of the samplers and

comparators, the output of the phase detector is noisy and requires heavy filtering

for a low-jitter performance. However, the phase noise of the ring VCO grows in a

low-bandwidth PLL. In our design the combination of limited filtering ability of the

loop, high offset and phase noise of the ring oscillator caused a sensitivity and jitter

performance which are less than optimum. A dual loop architecture that provides

low-jitter clock phases for the inner CDR loop with heavy filtering, can reduce these

problems. Our analysis shows that for a good sensitivity offset of the comparators

should be very small, thus a dynamic offset cancelation technique or larger transistor
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sizes might be inevitable.



Chapter 6

Conclusions

For practical optical chip IOs, simple, low-power CMOS interface circuits are needed.

In this thesis we proposed a new double sampling/integrating receiver that looks

promising for these applications. By trading off a little sensitivity, it removes the

need for gain at the bit rate, making it suitable for low-power CMOS implementation.

The double sampling scheme facilitates high data rates and improved sensitivities

compared to other integrating receivers.

In this receiver, the optically generated current is integrated onto the parasitic

capacitor of the input node and voltage samples at the end of two consecutive bit-

times are compared for data recovery. The input node is effectively AC-coupled using

a negative feedback loop that subtracts a DC current equal to the average optical

current. The data rate for this front-end is limited by the aperture time of the

NMOS samplers. Thus by using de-multiplexing and parallelism it can support very

high data rates while the timing constraints on the following comparators are relaxed.

For this receiver we could achieve bit-times less than 2 FO4 inverter delay, or 5.0Gb/s

in our 0.25µm test-chip.

The sensitivity of this receiver is determined by the total capacitance at the input

node and noise and offset of the samplers and comparators. For a certain photodiode

capacitance and de-multiplexing factor, we can optimize the sizing of the front-end for

the best sensitivity. The optimum sampling capacitance is a compromise between the

kT/C noise and total capacitance of the input node. Further improvement of receiver
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sensitivity is possible only if the photodiode capacitance is reduced. The offset of the

comparator also directly degrades the sensitivity and should be minimized. In our

design an offset compensation technique is used to allow smaller transistors and lower

power consumption, though the precision and stability of the offset set the residual

offset.

The low power consumption of this receiver makes it an excellent choice for dense

array of receivers on-chip. The scaling behavior of this receiver for the purpose of

bringing 1000’s of high data rate beams to one die is discussed in Chapter 4. The

data rate per receiver increases with the same rate as feature sizes scale down. Since

the sizings of the samplers and comparators are dictated by the noise, the power

of the front-end scales slower than the digital and clocking circuits. However, in our

0.25µm CMOS technology, the power of the receiver is dominated by the clock buffers

and PLL, thus the overall power consumption initially scales rapidly with the scaled

technologies. For a 90nm CMOS technology and a 1.0V supply, ' 1mW receiver

power per Gb/s is possible, which allows more than 10Tb/s chip-to-chip bandwidth.

At this point, still 60% of the power is consumed in the other parts rather than the

front-end. However, since below 90nm the scaling of the power supplies slows down,

we predict that the power scaling will not continue for technologies below 65nm.

A major design challenge with advanced technologies is the reduced power supply

voltage. For the integrating front-end, this corresponds to limitations on the max-

imum optical power. Moreover, since the required voltage swing per bit does not

scale as fast, the maximum DC-balance range of input data will be tightly restricted.

A decision-directed common-mode control scheme proposed in Chapter 4 relaxes the

dependence of dynamic range at the input node on the scaled power supply voltages.

In this scheme after each data resolution an extra current equal to the photocurrent

that corresponds to the received bit is subtracted from the input node. This current

compensates for the voltage swing of resolved bits. The size of the compensation cur-

rent should be adjusted according to the input photocurrent. The adjustment of the

current is done with a feedback loop, by adding one extra set of sampler/comparator.

This comparator needs to have precise offset compensation to avoid a dead-zone in

the current loop. The current subtraction loop has a non-zero delay and the overall
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voltage swing at the input node depends on this delay, not the DC-balance range of

input data.

The proposed front-end needs a synchronous clock signal to perform the double

sampling and comparison. In Chapter 5 we explored the possibility of a standard 2x

oversampled CDR technique for our receiver. This technique needs extra clock phases

and middle samples which adds to the receiver power consumption. The integrating

nature of the input allows us to build a baud rate clock recovery by looking at voltage

samples that are separated by two bits. Although this phase measurement is noisy

and has low gain, it is effective in a low-bandwidth CDR loop. The principles and

performance of this new CDR is also discussed in Chapter 5. A transceiver test-chip

with 2D arrays of optical receivers and transmitters was built to support these ideas.

This chip supported data rates as high as 5.0Gb/s with 75mW of power per receiver.

However, the sensitivity and jitter performance of this design were less than optimum,

requiring 40mV voltage swing per bit. Our secondary simulations and analysis showed

that due to offset and noise, the loop phase resolutions are very noisy. Therefore, a

low-bandwidth loop with longer integration periods and more filtering, is needed.

However, a small loop-bandwidth requires VCOs with much lower jitter compared to

our ring oscillator. Changing the current architecture to a dual-loop CDR with heavy

filtering will help to improve the performance of the receiver.



Appendix A

TIA Analysis

A typical model for a shunt-shunt resistive feedback TIA with a voltage amplifier

is shown is Figure A.1. Assuming that the voltage amplifier gain is expressed by

Eq(A.1), the overall closed loop gain for this TIA can be approximated by Eq(A.2).

This transimpedance has two poles. The first pole is related to the input node with

total capacitance of Cin + Cp, where Cp is the photodiode capacitance and Cin is the

input capacitance of the voltage amplifier. The second pole Pa is due to amplifier

itself, which is usually located at the output node.

A(s) ' −A

1 + s/Pa

(A.1)

Z ' Rf

(1 + s(Cin + Cp)Rf/A)(1 + s/Pa)
(A.2)

In most designs, the dominant pole is the first one at the input node, and to

ensure stability the second pole Pa, needs to be at much higher frequencies, at least

3-4 times higher. The 3-dB bandwidth of the TIA is then:

BW ' A

Rf (Cin + Cp)
(A.3)

The bandwidth of the voltage amplifier BWa which is set by Pa is then 3-4 times

higher than the TIA bandwidth BW . For a target data rate of r0, in order to avoid
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Figure A.1: Shunt-shunt resistive feedback TIA model

dispersion in the output of TIA, the overall bandwidth of the TIA should be at least

BW = 0.5× r0.

The equivalent noise current power spectral density, i
2
n at the input node is mainly

due to the thermal noise of the feedback resistor1, Rf and the input referred noise of

the amplifier vnA:

in
2 ' inr

2
+ inA

2
= vnA

2| 1

Rf

+ (Cin + Cp)s|
2

+
4kT

Rf

(A.4)

The amplifier noise is dominated by the noise of input common-source input stage

and can be estimated with 4kTγ/gm. γ is the excess noise coefficient of the input

transistor and for 0.25µm technology is about 2.5. Replacing vnA and also Cin with the

Cgs of the first stage, the noise power density can be expressed by Eq(A.5), assuming

that A >> 1.

in
2 ' 4γkTω2(Cp + Cgs)

2

gm

+
4kT

Rf

(A.5)

The total input current noise can be estimated by taking the integral of Eq(A.5)

over all frequencies. As we mentioned the amplifier bandwidth is 3-4 times higher

1k is the Boltzmann constant and equal to 1.3806503 × 1023 m2 kg s−2 K−1 and T is the tem-
perature in Kelvin
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than the TIA bandwidth, therefore we can assume that the noise bandwidth is also

proportional to BW with a factor Fn which is usually around 4. Now, in other to

find the total noise we can simply integrate Eq(A.5) up to the frequency FnBW [72].

Replacing Rf from Eq(A.3) results:

I2
n '

4γ

3

kT (Cp + Cgs)
2

gm

F 3
nBW 3 + 4

kT (Cp + Cgs)

A
FnBW 2 (A.6)

A popular figure of merit for high frequency performance of transistors is ωT ,

a frequency at which the current gain of a common-source amplifier falls to unity.

The most common expression assumes that the drain node is shorted and results

in ωT ' gm/Cgs. On the other hand the gain-bandwidth product of a common-

source amplifier (A× BWa) with a load capacitance of CL is equal to gm/CL. Since

CL is related to the sizing of common-source transistor (Cgs), we can claim that

the gain-bandwidth product is approximately proportional to ωT . As we mentioned

before BWa is larger and proportional to the TIA bandwidth BW . Therefore, we can

simply say:

gm/Cgs ' α×BW × A (A.7)

where α is at least 3-4. In [72], it has been shown that the optimum value of Cgs

for minimum noise is 0.5-1 times Cp. Replacing gm from Eq(A.7) into Eq(A.6) and

assuming Cgs ' Cp results:

I2
n '

8γα

3

kT (Cp + Cgs)

A
F 3

nBW 2 + 4
kT (Cp + Cgs)

A
FnBW 2 (A.8)

From Eq(A.8) we can estimate the minimum required input optical power for a

certain bit error rate Pop = R
√

SNRIn, where SNR is the signal-noise-ratio.

We can also estimate the voltage swing at the output of the TIA by Vout = RfIin =√
SNRRfIn. Replacing Rf from Eq(A.3):

Vout '
√√√√SNR

AkT

(Cp + Cgs)
(
8γα

3
F 3

n + 4Fn) (A.9)

In order to estimate the electrical power consumption of this TIA we need to
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relate the bias current of the amplifier to the previous parameters. Transistor drain

current is expressed by Eq(A.10)2, where for a short channel device κ is less than 2.

ID = µCox
W

L
(Vgs − Vth)

κ (A.10)

Defining β = µCox
W
L

= µCgs

L2 , gm can be estimated by Eq(A.11).

gm = κµCox
W

L
(Vgs − Vth)

κ−1 = κβ
κ

κ−1

√
ID

β
(A.11)

Replacing gm = ωT Cgs = ωT Cp in Eq(A.11) and for κ = 2:

ID ' ω2
T CgsL

2

2µ
' ω2

T CpL
2

2µ
(A.12)

2MOS transistor parameters: µ is the careers’ mobility, Cox is the gate oxide capacitance per
unit of area, Vth is the transistor threshold voltage, W and L are transistor width and length.
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