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Abstract

There is a need for IC chips that can support very high input/output (I/O) bandwidths. The

key to high bandwidth is high per-pin I/O data rate and low power operation to enable a

large number of pins to be integrated. This dissertation explores how adaptive power-supply

regulation and parallelism can help minimize the link power dissipation while achieving

high performance.

To maximize the energy-efficiency, the supply voltage is adaptively regulated to the

minimum required for the desired frequency. The adaptive supply uses a buck regulator

for efficient voltage step-down, and this regulator uses a novel digital sliding controller that

monitors the link performance and adapts the voltage to process and temperature variations.

Since the dynamics of the sliding controller do not depend on its operating frequency, the

controller can be operated off of the adaptive supply, achieving the overall efficiency of

89-95% over the entire operating range (over40× change in power).

The analog sections of the I/O circuits are modified to extend their operation to very

low voltages. The input signals to the transmitter output stage are level-shifted to make

the effective threshold voltage of the output devices zero and to mitigate the output current

vanishing as the supply voltage approaches Vth. The receiver stage uses an integrating

stage with no sampling switches and a charge-injection-based comparator that can operate

at very low supply. Overall, the link is operational down to 0.9V with Vth of 0.55V.

The timing for the links is controlled by either PLL or DLL circuitry that locally gener-

ates the needed multiphase clocks for the parallelized transceiver architecture. The area of

these circuits are reduced by using the adaptive supply as the global loop to coarse-tune the

frequency and using the local loops to fine-tune over a narrow range. In this architecture,

the PLL design requires 52% less power and 41% less area than the DLL design with about

iv



the same jitter. The clock recovery PLLs use bangbang control and its nonlinear effects are

carefully analyzed.

Prototype chips were fabricated in a 0.25µm CMOS technology. The adaptive-supply

link operates from 0.65 to 5.0Gb/s. At 3.1Gb/s, the complete link dissipates only 113mW.
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Chapter 1

Introduction

The success of modern integrated circuits (ICs) is in large part due to the low-cost re-

alization of a large-scale electronic system on a tiny semiconductor chip. Among several

IC technologies, complementary metal-oxide-semiconductor (CMOS) technology has been

the main driver of the exponential growth in IC’s computing performance [4]. The speed of

CMOS logic gates has improved by 13% per year and the number of integrated transistors

has increased by 50% per year. As a result, the chip’s computing capability has grown by

70% per year [5].

As the computing capability of an IC chip rises, the demand for communication band-

width between chips also grows [6]. However, the signalling bandwidth between chips was

not keeping up with the processor performance, as shown in Figure 1.1. This resulted in a

widening gap between on-chip computation speed and off-chip communication bandwidth,

which compromises the overall system performance.

In order to bridge this gap, it is necessary to both increase the signalling rate of each

pin and to increase the number of signal pins on the chip. However, circuits that operate

at high speed generally have high power consumption, prohibiting a large number of links

from being integrated on a single chip. To meet both the power constraint imposed by the

chip package and the input/output (I/O) bandwidth requirement of the system, it is therefore

critical to reduce the power dissipation of high-speed links.

This dissertation focuses on improving the power-efficiency of the links while main-

taining their high performance. The two main approaches taken are the adaptive regulation

1
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Figure 1.1: The widening gap between the processor performance and off-chip pin band-
width, from D. Burger et al. [1]

of supply voltage and the use of parallelism. To apply these approaches, supporting circuits

such as an efficient adaptive power-supply regulator, a low-voltage parallelized transceiver,

and low-cost per-pin multiphase clock generation and recovery circuits are designed and

presented.

This chapter begins by reviewing the basic principles of high-speed links. Then it

discusses the details of adaptive power-supply regulation and parallelized architecture as

means of achieving low power dissipation. The chapter ends with an overview of an

adaptive-supply serial link, which provides an outline of the rest of this dissertation.

1.1 High-Speed Links

High-speed links achieve high data rates by using: 1) careful termination on the channel,

2) synchronous transmission, and 3) high-bandwidth transmitters and receivers.

First, terminating the channel to a matched impedance suppresses reflection which can

cause interference and limit the signalling rate. Figure 1.2 illustrates the cases when the

channel is properly terminated and when it is not. When the channel is not properly termi-

nated, the signal that arrives at the receiving end can bounce back to the opposite direction.
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(a)

(b)

Figure 1.2: Channels for high-speed links: (a) without termination, (b) with termination

This signal will remain on the line until it is attenuated by the channel loss and thus will

interfere with subsequent signals launched onto the channel. For reliable operation, one so-

lution is to send the next signal only after the current signal has disappeared from the chan-

nel. However, the signalling rate is then severely limited by the channel characteristics– it

may take several round trips for the signal to be fully attenuated.

When the channel is properly terminated with the characteristic impedance, as in Fig-

ure 1.2(b), the transmitted signal is fully absorbed by the termination at the receiving end.

Knowing that the signal will not get reflected and cause interference, we can send the next

signal even before the current signal reaches the receiver. In this way, more than one signal

can reside on the channel simultaneously and be transported in a pipelined fashion. The

signalling rate is greatly improved without being limited by the channel latency.

Second, the adoption of synchronous transmission to distinguish one signal from an-

other also led to improvement in the signalling rate. In the past, asynchronous transmission

was commonly used in chip-to-chip signalling because it allowed two chips with different

speeds to communicate easily. For example, as shown in Figure 1.3(a), when a sender

wishes to send data across the channel, it launches the signal on the channel and asserts a

control signal,REQ. When this request signal propagates to the receiver, the receiver reads
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in the data on the channel and launches another control signal,ACK , back to the sender.

Upon the arrival of this signal, the sender knows that the transmission is completed and de-

assertsREQ. Every time a signal is transmitted, the sender and the receiver go through this

whole cycle of handshaking. The throughput is therefore limited by the channel latency.

Figure 1.3(b) illustrates the link with synchronous transmission. The channel is prop-

erly terminated and signals are transmitted successively one after another. Different signals

are distinguished only by their positions in time, assuming a uniform time spacing between

the signals. Although the throughput is now greatly improved, synchronous transmission

calls for precise control over the timing of the signals. Phase-locked loops and delay-locked

loops are commonly employed to achieve this high level of timing accuracy [7],[8],[9].

Third, high-bandwidth transmitters and receivers, along with the aforementioned

schemes, can achieve high signalling rates that are no longer bounded by the channel la-

tency. In particular, the transceiver circuits implemented in CMOS technology can benefit

from the exponential growth in performance. One of the major speed limits in CMOS

high-speed links is the bandwidth of the clock buffer chain, which sets the maximum clock

frequency that can be propagated to the transmitter and receiver [10]. For example, with

no loss in amplitude, a chain of CMOS inverters can propagate pulses that are as short as

3-4 fanout-of-4 (FO4) inverter delays,1 and thus the minimum clock period is limited to

6-8 FO4 inverter delays. The FO4 inverter delay in picoseconds will decrease as the device

feature size shrinks, as plotted in Figure 1.4, and thus the maximum clock frequency will

grow higher. Since the bitrates of CMOS high-speed links are usually some multiples of

the clock frequency due to various parallel techniques, the bitrates are expected to improve

along with CMOS process scaling.

In summary, high-speed links can offer signalling rates that will continue to scale with

on-chip transistor performance. However, the increase in IC’s computing capability results

not only from the transistor speed improvement, but also from the increased number of

transistors on a chip, which increases by 50% per year. Therefore, to meet the off-chip

bandwidth requirement, the number of high-speed links required on a chip is likely to

increase as well.

1The delay of an inverter driving a load that is four times larger than its input load. The FO4 inverter delay
is a good metric of the CMOS circuit performance scaling with process generations and can be estimated as
500ps/µm · Lgate.
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(a)

(b)

Figure 1.3: Signalling conventions: (a) asynchronous transmission, (b) synchronous trans-
mission
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Figure 1.4: Scaling of a fanout-of-4 inverter delay over CMOS process generations

1.2 Demand for Low Power Dissipation

Emerging applications such as multiprocessor-based servers and high-end network routers

demand much higher bandwidth between IC chips [11],[12],[13],[14],[15]. These applica-

tions require not only high bitrate per pin, but also a large number of links with different

sources and destinations. This calls for more links to be integrated on each chip. The num-

ber is currently around a hundred, but it is likely to increase to many hundreds and even

thousands in the next 10 years.

One of the limits to increasing the number of I/O pins and hence the off-chip bandwidth

is the power dissipated by high-speed links. The fast signalling rate of a high-speed link

comes at the expense of increased power dissipation, needed mainly to switch the internal

capacitive nodes constantly at high frequencies.

The increased power dissipation will become a critical factor because of the power

limits of chip packages. The power dissipation of each link will determine the maximum

number of links that can be integrated onto a chip and thus the maximum off-chip band-

width. Figure 1.5 shows the slow increase in the maximum power allowed on high-end



1.2. DEMAND FOR LOW POWER DISSIPATION 7

1984 1988 1992 1996 2000 2004 2008 2012
1

10

100

Year

P
ow

er
 (

W
at

ts
)

max. power
µP power

Figure 1.5: Power crisis: the maximum power allowed on high-end packages and the in-
creasing trend of the microprocessor core power

packages [16] and the rapid increase in the microprocessor core power [17]. Simply in-

creasing the number of high-speed links to meet the off-chip bandwidth needs will cause

the I/O power to increase at a similar rate with that of the processor core and will soon

reach the limits of the package. Therefore, high-speed links will have to be efficient both

in speed and power to address the increasing demand for total off-chip bandwidth.

A figure-of-merit would be convenient to quantify the speed-power efficiency of a link.

A metric that is often used is power-per-bitrate (W/bps), or equivalently, bitrate-per-power

(bps/W), which measures the ratio between the power and bitrate of a high-speed link.

This is in fact an energy metric that measures the total energy required to transfer each

bit across the channel (J/bit), and like other energy metrics, tends to favor low-speed, low-

power designs. However, the low-speed links motivated by the power-per-bitrate metric

cannot accommodate the bandwidth needs of the applications because the number of pins

available in a package has been growing only at a moderate rate of 11% per year [16].

Another metric, energy-per-bitrate (J/bps) is more suitable to account for this pin con-

straint. The energy-per-bitrate metric favors the faster link if the two links dissipate the
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same energy per bit. The goal of this dissertation is to design high-speed links with low

energy-per-bitrate ratios in order to maximize the total off-chip communication bandwidth

in power- and pin-limited environments.

1.3 Approaches for Low Energy-per-Bitrate Ratio

The energy-per-bitrate metric is in fact analogous to the energy-delay product, which is

a metric to assess trade-offs between speed and power in digital systems [18],[19],[20].

Numerous ways of lowering the energy-delay product have been proposed in literature and

we can extend these techniques to improve the energy-per-bitrate ratio of high-speed links.

This dissertation addresses largely two of them, adaptive power-supply regulation and the

use of parallelism.

1.3.1 Adaptive Power-Supply Regulation

Lowering the supply voltage is often the most effective way of reducing power dissipation,

especially when the peak performance is not needed [21]. This is because as the supply

voltage is reduced, the speed of CMOS circuits drops linearly, while the power dissipation

drops cubically, as shown in Figure 1.6. Therefore, when the maximum performance is not

needed, a large reduction in power is possible by lowering the supply voltage. For example,

as marked in Figure 1.6, when 60% of the peak performance is sufficient for system needs,

the power can be reduced by a factor of 3 by lowering the supply voltage by 36%. The

idea of scaling both the frequency and the voltage has demonstrated large power savings in

embedded microprocessors and digital signal processors (DSPs) [22],[23],[24],[25].

Adaptive power-supply regulation maximizes this power saving by lowering the supply

voltage to the minimum that meets the speed requirements. An adaptive power-supply

regulator continuously monitors the on-chip circuit speed and regulates the supply voltage

accordingly. For this purpose, the adaptive power-supply regulator uses a reference circuit

which resides on the same chip with the supported digital system and whose speed can track

that of the system over process, voltage, and temperature variations [26],[27],[28],[29],

[30],[31].
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(a) (b)

Figure 1.6: Scalings of (a) performance and (b) power with respect to supply voltage in
CMOS circuits

Wei et al. [32] demonstrated that adaptive power-supply regulation can be extended to

high-speed links to achieve the best energy-efficiency. In addition to power saving, the

adaptive supply was found to have several other benefits. First, the adaptive supply makes

the circuit performance more predictable and thus requires less design margins for the

remaining uncertainties. The circuit speed is continuously being monitored and regulated

via supply voltage control, so die-to-die variations are compensated and only within-die

variations remain. Second, the adaptive supply can be used to scale many link parameters

that need to vary proportionally with the clock frequency. For example, the adaptive supply

served as a global bias adjusting the bandwidth of the delay-locked loop, the slew rate of the

transmitted signal, and the input bandwidth of the receivers. Without an adaptive supply,

scaling of these parameters requires separate biasing circuits.

As the supply voltage is reduced, the power dissipation of a high-speed link will drop

significantly, but the performance of the link will also degrade. Therefore, it is important

to find an optimal balance between bitrate and power. The lowest power-per-bitrate solu-

tion, or equivalently, the lowest energy solution is to operate at the lowest possible voltage,
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which is clearly not a solution of interest. The power versus frequency scaling in Fig-

ure 1.6(b) suggests that initially at the highest supply, lowering voltage results in a large

reduction in power compared to a small loss in speed, but the benefit diminishes as the

voltage continues to drop. When the voltage becomes too low, a small saving in power can

incur a large loss in speed. We can therefore expect that the optimal operating point should

lie somewhere in the middle.

The energy-per-bitrate metric can help find this optimal point, as shown in Figure 1.7.

For most digital systems, the minimum energy-delay product is found at voltages between

1.5V th and3V th depending on the carrier velocity of the device, whereV th is the thresh-

old voltage [20]. If the power of a high-speed link scales similarly to that of a digital

system, the lowest energy-per-bitrate points for links are expected to be in a similar range.

It should be noted that when the supply voltage is fixed, it is most efficient to operate the

link at its highest bitrate because scaling frequency only does not provide enough power

savings to justify low-speed operation.
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Figure 1.8: Power saving via parallelism

1.3.2 Parallelized Architecture

Chandrakasan et al. [33] found that parallelism can significantly reduce the power dissipa-

tion of a digital system. For a certain desired throughput, havingM subsystems operating

in parallel relaxes the frequency requirementf of each subsystem by a factor ofM , while

increasing the effective switched capacitanceCeff and the occupied area roughly by a fac-

tor of M . If the supply voltageV is dynamically scaled to match the frequencyf , V will be

lower for largerM . Since the power of an active digital system is dominated by dynamic

switching power, expressed asCeffV
2f , combining the scaling ofV andf , the total power

dissipation will decrease withM , as plotted in Figure 1.8.

High-speed links can be parallelized in many ways. One example is to use time-division

multiplexing, as shown in Figure 1.9. A set of parallel transmitters and receivers rotating

their duties in time can together attain a high bitrate while each operates at a lower fre-

quency [2],[34]. The timing of the active period of each transmitter and receiver is con-

trolled by equally-spaced, multiple phases of the lower frequency clock. Another method

of exploiting parallelism is multilevel signalling. Multiple signal levels represent more
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Figure 1.9: An example of exploiting parallelism in links: time-division multiplexing

than one bit per symbol period, thus achieving a higher bitrate than the clock frequency

[35]. However, the penalty in power and area of multilevel signalling is larger than that

of time-division multiplexing because2M − 1 levels are required to representM bits per

cycle.

1.4 Adaptive-Supply Serial Link Overview

This dissertation describes an energy-efficient high-speed serial link that is suitable for a

high degree of integration on a single chip. The energy-per-bitrate ratio of the link is im-

proved by using an adaptively-regulated supply voltage and parallelized transceivers. Fig-

ure 1.10 illustrates the overall architecture of this adaptive-supply serial link. The adaptive

power-supply regulator determines the optimal voltage that minimizes power dissipation

for a given operating frequency and supplies it to the link circuitry, including the trans-

mitters, the receivers, and the clock recovery and generation circuits. Both the transmitter

and the receiver are parallelized for low-power, high-speed operation. The clock gener-

ation circuit precisely controls the timing at which each bit is transmitted, and the clock

recovery circuit maintains the optimal timing for the receiver to sample the incoming data

stream. Both clocking circuits generate multiphase clocks for the parallelized transceiver

and special efforts are made to keep uniform spacing between phases.



1.4. ADAPTIVE-SUPPLY SERIAL LINK OVERVIEW 13

Figure 1.10: Adaptive supply serial link overview

Chapter 2 presents a power-efficient implementation of the adaptive power-supply reg-

ulator. Like most previous work in literature [26],[27],[28],[29], this design uses a buck

converter for efficient dc-to-dc conversion. Thus, the chapter focuses on the design of the

controller that stabilizes the feedback loop. It describes the first digital implementation of

a nonlinear sliding controller for adaptive power-supply regulation [30],[31]. Unlike lin-

ear controllers, sliding controllers are generally insensitive to parameter variations, which

enables the digital sliding controller to operate at variable frequency and variable voltage.

Therefore, the controller achieves high efficiencies in power over a wide set of operating

conditions.

The parallelized transmitter and receiver circuits are discussed next in Chapter 3. The

parallelism is exploited in the form of time-division multiplexing as shown in Figure 1.9.

Since the parallelized architecture helps reduce power only when it can operate at low

voltage, a design that can operate at a supply as low as 1.6 times the threshold voltage is

presented. Although the presented low-voltage techniques incur overhead in power and

area, they will gain more importance as the ratio between nominal supply and threshold

voltage continues to scale down and low-voltage operation becomes a requirement, not an

option.
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Chapter 4 discusses the timing circuits dedicated for each pin. The multiplexing trans-

mitter and receiver require precisely-generated multiphase clocks to control their timing.

Generating these multiphase clocks locally at each I/O pin is the best option for keeping

static phase offsets and clock jitter low, despite the potential overheads in power and area.

Chapter 4 presents a dual-loop architecture that exploits the adaptive power-supply regula-

tor as the global frequency regulation loop. It is found that the adaptively-regulated supply

can significantly reduce the power and area of the per-pin timing generation and recovery

circuits.

Adaptive supply and parallelized architecture can greatly improve the speed and power

efficiency of a high-speed link, but transistor mismatch poses a limit to further improve-

ment. For example, the static phase offsets of the multiphase clocks becomes worse as

the number of phases increases and the supply voltage decreases. Chapter 5 presents the

measurement data from an experimental adaptive-supply link chip fabricated in 0.25µm

CMOS and discusses the trade-offs among speed, power, and quality of the link [36]. The

data is then projected to the case of 0.05µm CMOS technology, to understand how these

trade-offs will scale.



Chapter 2

Digital Sliding Controller for Adaptive

Power-Supply Regulation

The role of the adaptive power-supply regulator is to keep the supply voltage as low as pos-

sible to minimize the power dissipation of the I/O circuits. This minimum supply voltage is

determined by the required performance level, i.e. the desired bitrate of the link. Although

the speed of the CMOS circuits is roughly proportional to the supply voltage, the exact

mapping between the bitrate and the supply voltage may vary depending on the process

and temperature conditions and is unknown prior to fabrication.

An adaptive power-supply regulator therefore uses a feedback control, which monitors

the circuit speed and adjusts the supply voltage dynamically, as shown in Figure 2.1. The

input to the adaptive power-supply regulator is the desired operating frequency,fref , which

directly governs the performance of most synchronous systems including high-speed links.

The DC/DC converter then generates the voltageV as the output, so that the frequency of

the reference circuitf equals the input frequencyfref .

The reference circuit models the critical path of the supported system and tracks its

V -to-f relationship over process and temperature variations. In other words, the delay of

the reference circuit must closely track the critical path delay of the system at all possible

operating points. In CMOS circuits, this reference circuit is often implemented simply as

a chain of inverters, relying on the fact that the delays of various CMOS logic gates scale

approximately in proportion to the inverter delay [10]. However, for some complex digital

15
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Figure 2.1: A general adaptive power-supply regulator

systems, it is not always easy to find such a good reference circuit.1

Fortunately in high-speed links, a chain of inverters can accurately model the criti-

cal path. It has been demonstrated that the I/O circuits can be made sufficiently fast so

that only the maximum clock frequency allowed on the chip limits the link’s performance

[10],[32],[37]. The maximum clock frequency is limited by the time needed for the clock

buffers to swing their outputs high and low every cycle without a loss in amplitude, which

can be expressed as some constant number of inverter delays at a given operating condition.

Figure 2.2 plots the attenuation in swing amplitude versus the clock period normalized to

one fanout-of-4 inverter delay when the clock signal is passed through a clock buffer chain.

Here the clock buffers are inverters with a fanout of 4, optimized for the shortest delay

driving a large load [38]. The graph suggests that the minimum on-chip clock period at

each operating condition is a fixed number of inverter delays (about 6-8) operating at that

condition. Therefore, a string of inverters is the best candidate for the reference circuit

modeling the link’s performance.2

For efficient DC/DC conversion, switching regulators are most desirable [39],[40]. One

example is the buck converter shown in Figure 2.3. The power transistors drive a full-swing

1For example, the wire delay does not scale with the inverter delay and makes it difficult to choose a
reference circuit especially when there are multiple contending critical paths in the system. Depending on
the amount of wire delay that each critical path contains, the path delays may scale differently with supply
voltage and the dominant critical path may not be consistent.

2It is a question whether the timing requirements of the analog circuits in links will also scale with the
inverter delay. Chapter 3 discusses the transceiver circuits that satisfy this property even at low supply volt-
ages.



17

Figure 2.2: Minimum on-chip clock period

Figure 2.3: A buck converter

periodic pulse, which is then filtered by the inductor-capacitor (LC) filter. If the switching

frequency of this pulse is sufficiently higher than the cut-off frequency of the filter, then the

output voltageV becomes the time-average of the input pulse, orV dd · duty, whereV dd

is the pulse swing andduty is the duty-cycle. Since this filter is ideally lossless, over 90%

conversion efficiency is typically achieved.

The controller stabilizes the feedback loop by applying an appropriate control inputu

to the buck converter that produces the desired output. The controllers for adaptive power-

supplies differ from those for conventional switching power-supplies in the sense that the

controlled variable is the frequency of the reference circuit, rather than the voltage. In most
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Figure 2.4: Block diagram of the adaptive power-supply regulator for high-speed links

cases, the reference circuit is a digital circuit and its frequency is conveniently measured

in digital format, for example, the output of a counter [29] or a phase detector array [31].

Also, the buck converter takes a discrete input value, eitherV dd or 0. For these reasons,

digital controllers are more suitable for interfacing between the reference circuit and the

buck converter and most controllers for adaptive power-supplies were in fact implemented

in digital circuits. Digital controllers are also robust, portable, and capable of operating at

low voltages.

Figure 2.4 shows the block diagram of the adaptive power-supply regulator for a high-

speed I/O system. The reference circuit is implemented as either a delay line or a ring

oscillator made of CMOS inverters and the buck converter performs the DC/DC conver-

sion. The rest of this chapter focuses on the design of the digital controller that closes the

feedback loop.

Section 2.1 examines the problem of the prior-art digital controllers for adaptive sup-

plies: the fixed controller power dissipation. To overcome this problem, a digital controller

that uses a nonlinear control mechanism, called sliding control, is proposed. For switching

supplies, sliding controllers are known for robust stability and fast transient response and

they are usually implemented in analog circuits [41],[42]. Section 2.2 introduces sliding

control theory and discusses some design issues of these analog sliding controllers.

Unfortunately, implementing the same controller in digital circuits is not straightfor-

ward because it needs information on the time derivative of the output variable. Since the
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delay of the reference circuit is measured only in finite steps, the delay step is usually too

coarse to accurately estimate the change in the delay between the sampling instants. Sec-

tion 2.3 proposes an equivalent, but different form of sliding control that is more suitable

for digital implementation. Since the sampling time step is much finer than the delay step,

this new sliding control measures the elapsed time for a fixed change in the delay. This

greatly improves the resolution in estimating the derivative, although some discrepancy

with the original sliding controller still remains due to finite quantization steps in time and

delay measurements.

Section 2.4 presents the circuit implementation of this new sliding controller. The sen-

sor circuits for both types of reference circuit, delay line and ring oscillator, are discussed.

Section 2.5 analyzes the measurement results from the prototype chip fabricated in 0.25-µm

CMOS process.

2.1 Prior Art in Digital Controller Design

A number of digital controllers for adaptive power-supplies have been published in liter-

ature, but most of them have a drawback that the controller’s power dissipation does not

scale with the reference frequency,fref . These controllers have fixed timing requirements

internally, e.g. that they must operate at an externally-fixed frequency, and thus demand

a fixed supply voltage to meet this timing requirement. Since the power delivered to the

load scales asV 2fref , the power efficiency can be severely degraded at lowfref ’s if the

controller power remains unchanged.

For example, many controllers use pulse-width modulators (PWMs) and regulate the

output voltage by adjusting the duty-cycle of a fixed-frequency pulse that drives the buck

converter [26]-[29],[22],[25]. Figure 2.5(a) shows the simplified block diagram of the

PWM-based controller. This type of controller is inherently a sampled-data system, where

the error in frequencies,f−fref , is sampled at the PWM’s operating frequency and the con-

trol action is decided upon this value. Since the continuous-time loop behavior including

stability depends strongly on the sampling frequency, the controller’s operating frequency

is usually fixed by an external source. If the frequency is allowed to vary, the feedback loop

may go unstable due to the resulting change in loop parameters.
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(a)

(b)

Figure 2.5: PWM-based controllers: (a) general block diagram, (b) PID controller
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Wei et al. [29] recognized this problem in the controller that used the lead-lag com-

pensator, i.e. the proportional-integral-derivative (PID) controller shown in Figure 2.5(b).

When the sampling frequency varies, loop parameters such as the loop gain and the

pole/zero frequencies also vary undesirably, causing the feedback loop to lose stability.

However, operating the controller at a fixed supply voltage and frequency causes the con-

troller power to scale from 54.3mW only to 32.1mW when the load power drops from

1.38W to 279mW. The power efficiency degrades from 92.9% to 81.9% mainly because

of the increased overhead of the controller power (from 4.55% to 9.44%). To mitigate this

problem, Wei proposed a scheme that compensates for the variations in the loop parameters

due to the varying sampling rate, but the resulting complexity was high.

The digital sliding controller proposed in the following sections can reliably operate

over variable frequency and voltage, allowing its power to scale as a constant fraction of

the load power. Therefore, the power efficiency is not limited by the controller power, but

only by the inherent loss of the buck converter.

2.2 Sliding Control

Sliding control is a nonlinear control mechanism widely used in switching power supplies

because of its robust stability and fast transient response [41],[42]. Sliding controllers

for switching power-supplies are typically implemented in analog circuits and Figure 2.6

shows the block diagram of such an analog sliding controller. The controller regulates the

output voltageV via a buck converter so thatV matches the reference voltageVref .

The basic operation of this sliding controller is as follows. Unlike PWM-based con-

trollers, the sliding controller chooses the buck converter input to be either0 or V dd at

each instant, rather than determining the duty-cycle of a fixed frequency pulse. The switch-

ing frequency of the buck converter inputu is therefore not fixed by an external source and

can vary with the operating point. The buck converter is switched either to0 or to V dd

based on the output of the compensator, which is the voltage error,V −Vref , scaled by1/τ

plus the time derivative of the error. The compensator dampens the resonant filter response

of the buck converter and thus reduces overshoot during transient.
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Figure 2.6: Analog sliding controller with a buck regulator

When the loop acquires lock, the derivativedV/dt becomes negligible and the con-

troller reduces to a simple one that switchesu based merely on the voltage error,V − Vref .

Hysteresis in the comparator controls the magnitude of the output voltage ripple and the

switching frequency by forming a limit cycle at steady-state.

This control mechanism is highly nonlinear due to the comparator action. The com-

parator output only takes one of two discrete values,0 or V dd, depending on the criteria

outlined above. The feedback loop behavior is therefore insensitive to parameter variations

as long as they do not change the comparator outputs. It will be shown later that this robust-

ness of sliding control allows the digital sliding controller to operate at variable frequency

and supply voltage.

The nonlinearity induced by the comparator makes it inappropriate to apply linear sys-

tem theory for analysis. Such a nonlinear system can be analyzed only by observing the

state variables of the system directly. Fortunately, for second-order systems such as buck

converters, the state of the system is a two-dimensional quantity which can be plotted eas-

ily on a graph. Visualization of the system behavior is thus possible by plotting the time

trajectories of the state, called phase portraits [43]. By using these phase portraits, the next

subsection analyzes the analog sliding controller in Figure 2.6.
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Figure 2.7: Linear model of the buck converter

(a) (b)

Figure 2.8: (a) Transient responses of the buck converter, (b) phase portraits corresponding
to the responses in (a)

2.2.1 Phase Portrait Analysis

The linear model of the buck converter is shown in Figure 2.7, where the power transistors

are replaced with a resistor. With two energy storage elements, the inductor (L) and the

capacitor (C), the buck converter is a second-order system. The series resistance of the

power transistor,Ro, is usually kept low for high efficiencies and the buck converter shows

an underdamped response to an input step as shown in Figure 2.8(a). The output voltage

V initially oscillates at the resonant frequencyωn
∼= 1/

√
LC but eventually settles to the

input valueu. Figure 2.8(a) shows two transient responses of the buck converter when the

inputu is either0 or V dd (=2.5V).

Another way of displaying the buck converter response is to plot the time trajectories of



24 CHAPTER 2. DIGITAL SLIDING CONTROLLER

the system state, as shown in Figure 2.8(b). As a second-order system, the state of the buck

converter can be completely described by two scalar variables: the output voltageV and

its derivativedV/dt. With V on thex-axis anddV/dt on they-axis, each state corresponds

to a point on this graph and the progression of the state over time will project to a curve.

These time-trajectory curves of the state are calledphase portraits. For phase portraits, the

time variable is implicit.

Given an initial state, the system is determined to follow the phase portrait originating

from the corresponding point on the state space. For example, the buck converter response

starting at pointA in Figure 2.8(b) visits the pointsB, C, andD in sequence following the

phase portrait ofu = 0. These points are also marked in the equivalent transient response

in Figure 2.8(a). With a set of phase portraits plotted on the state space, it is easy to predict

the system behavior starting at any state. Figure 2.9 plots some phase portraits of the buck

converter when the inputu is either0 or V dd.

The sliding controller controls the output voltage by imposing a boundary line on the

state space, as in Figure 2.9. Recall that the comparator in Figure 2.6 switches the buck

converter to 0 when the quantitydV/dt + (V − Vref )/τ is positive and toV dd when it is

negative, ignoring the hysteresis at this moment. The equationdV/dt + (V − Vref )/τ = 0

corresponds to the linear boundary curve shown in Figure 2.9. Therefore, we can equiva-

lently say that the sliding controller switches the buck converter inputu to 0 when the state

is located above the boundary line and toV dd when it is below the boundary line. The

boundary line divides the state space into two regions and the state of the overall sliding

control system follows the phase portrait with the inputu that corresponds to the region of

the current state.

Notice in Figure 2.9 that these phase portraits are pointing toward the boundary line.

Therefore, from any starting point, the state of the system will first reach the boundary line,

either from top down or from bottom up. After reaching the boundary, the state is then

confined to the boundary line and slides on it toward the settling point,(Vref , 0), thus the

namesliding control. The boundary line is also called thesliding surface.

Once the state is confined to the sliding surface, the system behaves according to the

equationdV/dt + (V − Vref )/τ = 0, which is equivalent to the behavior of a first-order
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Figure 2.9: Phase portraits of the sliding controller, forVref=1.2V andV dd=2.5V

linear system with the time constantτ . Thus,τ is a design parameter that sets the input-

tracking bandwidth of the regulator. The other parameters have little influence on the sys-

tem behavior. As long as the phase portraits on both regions direct toward the boundary

line, the system will behave as described above. There is a certain range ofτ that satis-

fies this so-calledsliding conditionand a rule of thumb is that the tracking bandwidth1/τ

can be as large as twice the resonant frequency of the buck converter,ωn, to satisfy this

condition forV ranging from0 to V dd.

As mentioned earlier, the hysteresis in the comparator controls the switching frequency

of the buck converter and the magnitude of the output voltage ripple. The comparator in

Figure 2.6 switches to0 when the compensator output is greater than+∆, and toV dd

when it is less than−∆. In state space, it means that the boundary line splits into two lines

and the steady state becomes a limit cycle formed between these two lines, as shown in

Figure 2.10.
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Figure 2.10: Phase portraits of the limit cycles during lock

By exploiting the geometry of this phase portrait, we can derive the analytical ex-

pression for the switching frequencyfsw and the peak-to-peak voltage ripple∆Vpp (see

Appendix A). These expressions are approximations which hold for sufficiently small

VH ≡ ∆/ωn and forVH � Vref � V dd− VH :

fsw
∼= ωn

2VH
· Vref ·(V dd−Vref )

V dd
,

∆Vpp
∼= V 2

H

2
· V dd

Vref ·(V dd−Vref )
.

(2.1)

The larger the hysteresis, the lower the switching frequency and the larger the voltage

ripple. The switching frequency and the voltage ripple also vary as a function of the ref-

erence voltageVref . At Vref = V dd/2, the switching frequency is at maximum and the

voltage ripple is at minimum. From the above equations, we can also derive the relationship

betweenfsw and∆Vpp:

fsw ·∆Vpp
∼=

ωn · VH

4
=

∆

4
. (2.2)
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2.3 Digital Sliding Controller

In the previous section, sliding control for switching power-supplies was analyzed. The

sliding controller uses information of the output voltageV and its derivativedV/dt in order

to regulateV to the referenceVref . These controllers are implemented in analog circuits

whereV anddV/dt are measured directly as analog quantities [41],[42].3

Adaptive power-supplies, on the other hand, regulate the frequency or the delay of the

reference circuit. In other words, the controlled variable is the frequencyf , instead of the

voltageV . The sliding controller for adaptive power-supplies then requires the information

onf and its derivativedf/dt. However, unlike in switching power-supplies, this derivative

information is not directly available. The controller needs to estimate the derivativedf/dt

by measuring the change inf (∆f ) and the change int (∆t) separately.

A common way of estimating the derivative is to measure the difference inf between

the present and previous samples off that are∆t apart in time. However, this approach

requires a very high resolution in frequency detection. As will be discussed later, the

sampling period has to be short enough to avoid undesirable effects due to the loop delay.

During this short period, the change in frequency would be very small, such that it is very

hard to distinguish the information from noise.

An alternative is to measure the elapsed time∆t for a fixed change in frequency∆f .

This approach instead requires a high resolution in time measurement, but it is readily

available since the sampling frequency has to be high anyway. Common digital frequency

detection circuits such as counters or phase detector arrays measure the frequencyf in

finite steps, making this approach a good fit. Details on the sensor circuits that measure the

frequencyf and its change will be discussed later in Section 2.4.

When the derivative is estimated using the alternative approach, we can reformat the

sliding control law to make the digital implementation simple. As described in the next

subsection, the control law in fact reduces to checking a single counter.

3dV/dt is measured as the current flowing through the capacitor (iC = C · dV/dt) or the inductor (iL =
iC + V/RL).
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2.3.1 Reformulation of Sliding Control

For the sake of discussion, we will divide the loop dynamics into two cases: when the

feedback loop is in transient and when it is in lock. While the loop is in transient, the

comparator hysteresis has little effect on the loop behavior and can be ignored. Then the

sliding law can be simply put as:

df/dt + (f − fref )/τ
>
or
<

0, (2.3)

The control decision on whether to set the buck converter inputu to 0 or V dd depends

on the polarity of the left-hand side of Eq(2.3). Rearranging this equation after substituting

the derivativedf/dt with its estimated value∆f/∆t yields:

∆t
>
or
<

− τ∆f/(f − fref ), (2.4)

where∆f is the fixed magnitude change in frequency and∆t is the elapsed time dur-

ing that change. Note that∆f can be either positive or negative but∆t is always posi-

tive. Therefore, the comparison in Eq(2.4) is trivial if the right-hand side is negative, i.e.

sgn(∆f)/(f − fref ) > 0. This case corresponds to when the frequencyf is moving far-

ther away from the locking pointfref , which is an uninteresting case. Except this case, the

control law is:

∆t
>
or
<

Nτ/(f − fref ), (2.5)

whereNτ is a design constant defined asNτ = τ · |∆f |. Now the sliding control law has

become comparing the elapsed time∆t with the quantityNτ/(f−fref ). This quantity may

seem cumbersome to measure, as it is a constant divided by a difference in two frequencies.

But suppose that a clock with a frequency|f − fref | is available and the elapsed time∆t is

measured with a counter triggered by this clock. Then∆t is equal toN/|f − fref | and the
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Figure 2.11: (a) Sampling thef -frequency clock at a ratefref , (b) the frequency of the
sampler output

sliding control law above finally reduces to:

N
>
or
<

Nτ , (2.6)

checking whether the countN has reached the threshold value,Nτ .

The clock with a frequency|f − fref | can be obtained easily. As illustrated in Fig-

ure 2.11(a), when a rectangular wave with frequencyf is sampled at a frequencyfref ,

the resulting samples form a rectangular wave with a frequency varying as plotted in Fig-

ure 2.11(b). Forfref/2 < f < 3fref/2, the output frequency is equal to the difference in

two frequencies,|f −fref |. With some constraints on the frequency range being measured,

a clock with a frequency|f − fref | is generated with a simple flip-flop. More details will

be discussed in Section 2.4.

Once the loop reaches lock, the analog sliding controller controls the magnitude of the

voltage ripple∆Vpp and the switching frequencyfsw via the comparator hysteresis, as in

Eq(2.1). However, for digital controllers that have coarse resolution in frequency detection,

the use of hysteresis is difficult. An alternative way to limit switching speed is to guarantee

a minimum pull-down time for the buck converter [28]. This approach better suits a digital
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implementation since it again measures time instead of frequency.

When the frequency of the reference circuitf has settled to a steady state, the change

in f is small and thus the quantitydf/dt + (f − fref )/τ can be approximated simply as

(f − fref )/τ . In this digital scheme, the frequencyf will not make a change as large as

|∆f | and the derivative term is regarded as zero. Therefore, the control decision on the

buck converter inputu is based merely on the error term,f − fref . The digital sliding

controller switchesu to 0 whenf > fref and toV dd otherwise.

In the guaranteed minimum pull-down time scheme, the buck converter inputu does

not switch from0 to V dd unless a certain amount of time has passed, even if the error

f − fref has turned negative. On the other hand, when the error turns positive, the buck

converter starts pulling down immediately (u = 0) regardless of the pull-up time.

The enforced minimum pull-down timeTu=0 controls the voltage ripple and the switch-

ing frequency as the comparator hysteresis∆ does in analog sliding controllers. The rela-

tionship betweenTu=0 and∆ is (see Appendix A):

Tu=0 =
2LC∆

Vref

, (2.7)

whereL andC are the inductance and the capacitance of the buck converter, respectively,

andVref is the supply voltage that corresponds tofref . Sincefref is roughly proportional

to Vref , the above equation can be expressed in terms offref ,

Tu=0 = K · 2LC∆

fref

=
N∆

fref

, (2.8)

whereK is the proportionality constant betweenfref andVref (Hz/V) andN∆ is a constant

defined as2LC∆ · K. Thus, to ensure the minimum pull-down timeTu=0, the digital

controller can simply observe the counter triggered at the reference frequencyfref and

check if the count has reached the thresholdN∆ while the buck converter is driven to0.

The decision chart shown in Figure 2.12 summarizes the new sliding control law for-

mulated for the digital implementation. The digital controller has two modes, the transient

mode and the steady-state mode, and each of them is associated with a design parameter,

Nτ andN∆, respectively.Nτ governs the tracking bandwidth while the loop is in transient
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Figure 2.12: Decision chart illustrating the digital sliding control law
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Figure 2.13: Effects of finite resolution inf : (a) actual phase portrait when∆f = fref/40,
(b) transient responses for various∆f ’s.

andN∆ controls the switching frequency and the voltage ripple while in lock. Each of

these parameters is proportional to the analog sliding control parameterτ and∆, respec-

tively, and thus Eq(2.1) and Eq(2.2) apply to the digital sliding controller as well. The new

form of sliding control law enables the control decisions to be made simply by examining

whether the counters have reached their thresholds.

2.3.2 Limitations due to Quantization Effects

The quantity∆f/∆t will well estimate the ideal derivativedf/dt if the values∆f and

∆t are sufficiently small. However, in digital controllers, there are finite resolutions in

measuringf andt. The coarse resolution can introduce measurement errors that are as large

as the quantization step and thus cause the controller to deviate from its ideal behavior. This

section discusses the effects of finite resolutions in frequencyf and timet, respectively.

The finite resolution inf changes the first-order transient response of the ideal sliding

controller. Figure 2.13(a) shows the phase portrait of the digital sliding controller when∆f

is equal tofref/40. The solid curve is the trajectory of the buck converter state, whereas the
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Figure 2.14: Effects of the finite time step∆t

points are the estimations made by the digital controller. The trajectory of an ideal sliding

controller would lie on the dotted boundary line. The estimation error is large when the

solid curve has a steep slope, i.e. whendf/dt varies a lot whilef moves by∆f . ∆f/∆t

can only reflect the average value ofdf/dt during that interval and thus the feedback loop

cannot react quickly to the current value ofdf/dt. As a result, the phase portraits are not

tightly confined to the boundary line, especially whenf is close to lock.

Figure 2.13(b) shows the deviation of the transient response from an ideal first-order

exponential decay as∆f varies fromfref/80 to fref/10. The wandering phase portraits in

Figure 2.13(a) appear as small ripples, which grow larger as the frequency step becomes

coarser. The plot suggests that for a response reasonably close to an exponential decay,∆f

less thanfref/40 is desirable.

The finite time step∆t can also cause error, especially in the steady-state behavior

such as the switching frequency and the voltage ripple. These parameters are controlled

by guaranteeing the minimum pull-down timeTu=0, which is measured only as an integer

multiple of ∆t. Thus, the coarse granularity in time can effectively increaseTu=0 by ∆t
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Figure 2.15: Architecture of the digital sliding controller

in the worst case. According to Eq(2.8), the increasedTu=0 is equivalent to an increased

hysteresis in the comparator, and the values of switching frequency and voltage ripple will

be altered likewise. Figure 2.14 plots the change in switching frequency and voltage ripple

versus the sampling frequency. For negligible quantization effects, the time step∆t must

be smaller than1/12000 of the resonant period,2π/ωn.

2.4 Circuit Implementation

The overall architecture of the digital sliding controller that implements the reformulated

sliding control law is illustrated in Figure 2.15. The major components of the controller

are the sensor that measures the frequency error of the reference circuitf − fref , the coun-

ters that measure the elapsed times, and the finite-state machine (FSM) that makes control

decisions based on the operating mode.
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Figure 2.16: Circuits that generate|f − fref |-frequency clock

The sensor measures the delay or the frequency of the reference circuitf in quantized

steps and triggers an event whenever it detects a change in this quantized value. The sensor

provides the FSM with information on whether the errorf − fref is positive or negative

(error ), whether the loop is in lock (lock), whether the change∆f is positive or nega-

tive (up, dn), and whetherf is too high or too low (high, low). These are the sufficient

information for the FSM to make control decisions according to the sliding control law.

Between these events triggered by the sensor, the counters measure the elapsed time.

One counter is triggered off of the|f − fref | frequency clock and the other is triggered off

of the reference clock. The|f − fref | frequency clock is generated by the circuit shown in

Figure 2.16 with the principle explained in Section 2.3.1. A ring oscillator matched to the

reference circuit and running at the voltageV generates the clock with the frequencyf .4

This clock is then sampled by a flip-flop triggered atfref . If fref/2 < f < 3/2 · fref , the

resulting output will have frequency|f − fref |.5

When an event occurs, the finite-state machine takes an appropriate action depending

on the loop’s situation. First, since the|f − fref | clock generation poses constraints on the

4Although Figure 2.16 show “f ” originating from the reference circuit, the clock with the frequencyf
may not be available explicitly. Another ring oscillator operating off of voltageV thus generates this clock.

5Metastability of this sampling flip-flop is not such a major concern since this|f − fref | clock is used
only in the transient mode whenf andfref are different and since only the average frequency information
is relevant, but not the instantaneous clock level. However, in the actual implementation, multiple flip-flops
were cascaded to reduce the chance of metastability [44].
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frequencyf , the FSM drives the buck converter hard toward lock whenf is too high or too

low as indicated by the sensor (high, low). Otherwise, the FSM chooses the buck converter

input u based on the sliding control law outlined in Figure 2.12. During transient mode,

i.e. with lock signal not asserted, the FSM examines if the|f − fref |-counter has reached

Nτ . Once the loop is in lock, the FSM checks if thefref -counter has reachedN∆ before

switchingu from 0 to V dd.

The next two subsections describe sensor implementations for two types of reference

circuit: a delay line and a ring oscillator. For adaptive supply links, the reference circuit is

the replica of the voltage-controlled oscillator (VCO) used in the local phase-locked loop

(PLL), which will be described in more detail in Chapter 4. For modern microprocessors, a

clock cycle is about 20 inverter delays [45] and a delay line can also be used as the reference

circuit. In both cases, the robustness of sliding control allows the sensor to take samples on

f at the varying rate,fref , as long asfref is high enough to avoid the quantization issues.

Therefore, the digital sliding controller can operate at the variable frequencyfref and at the

regulated voltageV , in contrast to the previous controllers which must operate at the fixed

frequency and voltage. The power dissipation of the digital sliding controller thus scales

with that of the supported system load and the power efficiency can be kept high over a

wide range offref without being limited by the controller power overhead.

2.4.1 Sensor for a Reference Delay Line

The circuit details of the sensor when the reference circuit is a delay line are shown in

Figure 2.17. In this example, the delay line is a string of fanout-of-4 inverters supplied off

of the voltageV . The reference circuit essentially performs theV -to-f conversion and the

delay line indicates the frequencyf via the distance that a signal propagates down the line

for a given amount of time. The farther the signal has traveled, the shorter the delay of each

inverter and the higher the frequencyf . The sensor in Figure 2.17 basically measures this

travel distance by tapping the outputs of the individual buffers on the chain and sampling

them with an array of binary phase detectors.

This example assumes that the critical path delay of the system is equivalent to 20

fanout-of-4 inverter delays and the frequencyf is thus considered matched tofref if the
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Figure 2.17: Sensor circuit implementation when the reference circuit is a delay line

signal propagates through 20 stages on the delay line during one reference clock cycle

1/fref . However, to increase the resolution in frequency measurement, the sensor sees if

the travel distance is 80 stages long for 4 cycle periods. In Figure 2.17, the reference clock

is first divided by 8 and fed into the delay line. At the rising edge of this divided clock,

the array of phase detectors samples the voltages on the line and detects the position of the

clock’s falling edge. Twenty phase detectors are placed at the output of every other inverter

in between the 62nd and the 100th. This configuration provides the quantized measure of

f from 3/4 · fref to 5/4 · fref with a uniform resolution offref/40 (= |∆f |).
With this particularly long delay line, there can be multiple clock edges residing on the

line simultaneously, especially when the voltageV is low and the total delay of the line is

much longer than the reference clock period. In this case, the priority encoder implemented

as a series of OR gates ensures that only the nearest edge to the input is detected.

The information that the sensor needs to provide to the FSM is obtained as follows. The
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polarity of the error,f − fref , is obtained from the phase detector that samples the 80-th

inverter output (error ). Since the falling edge is being propagated, if the 80-th inverter

output is still at 1 at the sampling moment, it means that the errorf − fref is negative.

Likewise, The first phase detector that samples the 62-nd inverter output indicates whether

the frequency is too low orf < 3/4 · fref (low). The last phase detector that samples the

100-th inverter output indicates whether the frequency is too high orf > 5/4 · fref (high).

The sensor triggers the FSM when it detects any change in the quantized measure of

f or equivalently, when any of the phase detector outputs change. The array of logic cells

shown in Figure 2.17 detects this change in the frequencyf . There is one logic cell for

each phase detector and each logic cell stores the previous output of the phase detector and

compares it with the present output. When a certain cell detects a change, we consider that

the frequencyf has crossed the quantization boundary corresponding to the cell’s position.

Since the clock edge being detected is the falling edge,f is crossing the boundary upward

if the phase detector output changes from 1 to 0 (up) and downward if it changes from 0

to 1 (dn). Since the priority encoder ensures that only one cell can detect change at a time,

theup anddn signals from each logic cell can be collected simply through the series of OR

gates to provide the aggregate outputs. Cascading the OR gates as in Figure 2.17 makes

the internal critical path delay of the sensor scale with the supply voltageV . For example,

if the voltageV is low so that the clock edge does not propagate far on the delay line, the

up anddn signals also have the short paths to come back.

It is possible that the frequencyf dithers across the same quantization boundary. For

example, a certain phase detector output can change from 0 to 1 and later back to 0. This is

especially the case when the loop is in lock andf dithers around the reference pointfref .

In this case, the frequencyf has not really changed compared to the last boundary-crossing

event and therefore the sensor should report zero change inf . In order to do this, the S-

R flip-flop of each logic cell stores the information whether the cell had the last crossing

event. The S-R flip-flop is set when the phase detector output changes and reset when

the neighbor phase detector outputs are equal. If the crossing event occurs at the same

position as the last one, the cell asserts bothup anddn to indicate that the crossing event

has happened but the change inf is zero.

The information on whether the loop is in lock mode is obtained from the S-R flip-flop
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Figure 2.18: Sensor circuit implementation when the reference circuit is a ring oscillator

corresponding to the 80-th inverter (lock). The loop is considered locked whenf dithers

across thefref -boundary.

2.4.2 Sensor for a Reference Ring Oscillator

If the reference circuit is a ring oscillator, the sensor can be implemented as in Figure 2.18.

In fact, in adaptive supply links, the reference circuit is a replica of the local PLL’s VCO

since this adaptive power-supply regulator also serves as the global frequency regulator for

the local PLLs. The sensor for a reference ring oscillator is basically equivalent to a long

delay line folded into a small ring and operates in a similar way with the sensor for a delay

line described in the last subsection.

The ring oscillator in this example has five stages and operates off of the voltageV .

Its frequency thus indicates the maximum frequencyf of the system at voltageV and the
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controller’s goal is to regulatef to fref . For easy measurement off , one of the stages

is conditioned so that the oscillator starts in a known state when the reference clock falls.

If the oscillator just returns to this state after one reference clock period,f andfref are

matched.

Again for higher resolution in measuringf , the oscillator is run for 4 reference cycles

and checked if it has made 4 complete oscillations. The oscillator starts running when the

divide-by-8 reference clock falls and stops when it rises. A 3-bit counter with saturation

counts the number of complete oscillations made during the running period. The polarity

of the errorf − fref is then determined by whether the count has reached 4 (error ). If the

count is greater than 6, the frequencyf is considered too high (high) and if less than 2,f is

too low (low). The measurement range is therefore fromfref/2 to 3/2 ·fref . Also when the

divided reference clock rises, the five phase detectors in Figure 2.18 sample the oscillator’s

final state, providing the finer resolution offref/40 (= |∆f |).
Similar to the sensor based on a delay line, the array of logic cells detects the change

in f . But the difference with the previous case is that the clock edge being detected can

be either rising or falling, because the oscillator inverts itself every half cycle. When a cell

detects a change, it first determines the polarity of the edge by examining the adjacent phase

detector outputs. For example, if the preceding phase detector output is 1 and the next one’s

output is 0, the cell in between has detected a rising edge. Other than this minor difference,

the array of logic cells work similarly with the delay line case and detects whether the

frequencyf has changed upward (up) or downward (dn).

2.4.3 Discontinuous Mode Operation

As the efficiency of the adaptive power-supply regulator is greatly improved by the con-

troller power scaling, the efficiency is now limited by the loss of the buck converter. When

the load current is low, actively switching the buck converter high and low will cycle the

current back and forth through the inductor. This circulating current degrades the power

efficiency significantly as most of the power is dissipated through the series resistance of

the power transistors rather than being delivered to the load. The discontinuous mode oper-

ation [39, 40] avoids this circulating current by driving the buck converter high for a while
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and letting it float until the voltage drops below the reference, instead of actively driving it

low.

The digital sliding controller can support this discontinuous mode operation with a little

modification. Once the controller reaches lock, the frequencyf dithers around the refer-

encefref and the control decision is based solely on the error polarity and the guaranteed

minimum pull-down timeTu=0. If the pull-down transistor of the buck converter is dis-

abled, the buck converter will be floating whilef is abovefref and start driving high again

whenf drops belowfref . Thus, the buck converter can operate in the discontinuous mode

simply by disabling the pull-down transistor and the efficiency at low loads can be greatly

improved.6 However, while the loop is in transient, the sliding control law requires that the

buck converter switch in the normal continuous mode. The pull-down transistor is disabled

only when the sensor indicates that the loop is in lock.

2.5 Measurement Results

This section discusses the measurement results from the prototype chip that was fabricated

in National Semiconductor 0.25-µm CMOS process [30],[31]. The prototype chip, shown

in Figure 2.19, uses a delay line as the reference circuit and the chip’s overall characteristics

are summarized in Table 2.1. The power transistors are integrated on the chip, and the

inductor and the capacitor of the buck converter are external. Although the results presented

here pertain to the delay line case, the controller with a ring oscillator as the reference

circuit is expected to have similar performance, since the sensors have the same interfaces

and perform the same function. In fact, the controller with a ring oscillator was fabricated

on the adaptive supply link test chip, which required 40% less area and 30% less power

than the delay line case.7

Figure 2.20 plots the power dissipation of the digital sliding controller and the power

6The decision on whether to operate the buck converter in continuous mode or in discontinuous mode is
made by a manual input. However, automatic detection of the circulating current is possible [29].

7Actually, the measured power was 75% higher due to the change in the reference frequency. The con-
troller with a delay line operates at 20-FO4 clock while the controller with a ring oscillator operates at 8-FO4
clock. If normalized for this frequency difference, the controller with a ring oscillator would require 30%
lower power.
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Figure 2.19: Digital sliding controller prototype chip micrograph

Table 2.1: Digital sliding controller prototype chip characteristics

Nominal supply voltage(Vdd) 2.5V
Regulated supply voltage range 1.1-2.3V
Total die area 1.3× 1.1mm2

Area occupied by the controller 0.7× 0.5mm2

On-chip power transistors 4.4mm (P), 2.2mm (N)
Off-chip components 15.2-µH (L), 21.6-µF (C)
Power dissipation of the controller 5.7mW @2.3V,

0.4mW @1.1V.
Switching frequency 460-860 kHz
Voltage ripple < 15mV
Settling time (99%) < 80-µs
Power efficiency 89-95%
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efficiency of the adaptive power-supply regulator, measured at various reference frequen-

cies (fref ) and the equivalent voltages (Vref ). Since the controller operates at a variable

frequency and voltage, its power scales asV 2
ref · fref , as shown in Figure 2.20(a). With this

scaling, the controller power overhead stays as a constant fraction of the total power and the

power efficiency is only limited by the buck converter loss itself. For testing purposes, we

modulated the on-chip resistive load to emulate the load power scaling of a typical digital

system,V 2f .

When the load current level is high, actively switching the buck converter high and

low by operating in the continuous mode is more efficient, as shown in Figure 2.20(b).

The measured power efficiency ranges from 89 to 95% as the regulated voltage varies

from 1.1 to 2.3V. The lower efficiency at 1.1V is mainly due to series loss of the power

transistors. However, when the load current is low, continuous mode operation circulates a

large amount of current back and forth across the inductor, while delivering small average

current to the load. Thus, the series loss of the power transistors becomes dominant and

the power efficiency degrades significantly, as shown in Figure 2.20(c), where the buck

converter is driving no loads except the controller.8 As discussed in Section 2.4.3, the

circulating currents can be avoided by operating in the discontinuous mode. Figure 2.20(d)

shows the improvements of the power efficiencies when the buck converter operates in the

discontinuous mode. The load current level is the same as in Figure 2.20(c).

In Figure 2.20(d), the data point for 1.1V is missing because the controller could not

properly turn the buck converter into the discontinuous mode operation. Below 1.1V, the

low sampling rate (fref/8 < 16MHz) causes a long loop delay which lets the frequency

f drift to the next quantization boundary before being detected. Since the frequencyf

does not only dither across the reference point but also reaches the adjacent boundaries, the

sensor does not assert the lock indication signal and therefore the pull-down transistor is

never disabled. This problem can be mitigated either by lowering the resonant frequency

of the buck converter or by increasing the sampling rate, e.g. fromfref/8 to fref/4.

As mentioned in Section 2.2, the switching frequency of the sliding controller is not

fixed externally, but varies as a function ofVref (or equivalentlyfref ) and the hysteresis

8In Figure 2.20(c) and (d), the power efficiencies are calculated as if the controller overhead is a part of
the load power. This is to isolate the efficiency degradation due to the buck converter loss, since otherwise
the power efficiency would be 0 (no load current).
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(a) (b)

(c) (d)

Figure 2.20: Power efficiencies of the digital sliding controller: (a) power dissipation of
the controller, (b) power efficiencies when operating in continuous mode with high load
currents, (c) in continuous mode with low load currents, (d) in discontinuous mode with
low load currents
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Figure 2.21: Switching frequency and voltage ripple

∆ (or equivalentlyN∆). Eq(2.1) predicts that the switching frequency should increase

from 0 to V dd/2 and then decrease aboveV dd/2. The measurements verify that this is

generally the case, as shown in Figure 2.21. However, the lower switching frequencies

and the larger voltage ripples than predicted are observed at low voltages, where again

the low sampling rates caused longer loop delays and effectively increased the hysteresis.

According to Eq(2.2), the voltage ripple magnitude should vary as the inverse function of

the switching frequency, but strong correlation has not been well observed because of noise

from the off-chip environment. Even with these noise sources, the worst-case peak-to-peak

voltage ripple was still less than 15-mV at all operating conditions.

The transient response of the digital sliding controller is shown in Figure 2.22(a) when

there is a step change in the reference frequency. The plot shows that there are two transient

phases. First, when the frequency is out of the measurement range of the sensor, the voltage

is just driven hard toward the locking point. Once the voltage comes within the measure-

ment range, the sliding control starts switching the buck converter and settles the voltage

to the final value. The worst-case 99% settling time is less than 80-µs, which is faster than

most switching regulators using linear control with comparable resonant frequencies of the

buck converter.
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(a)

(b)

Figure 2.22: Transient responses of the digital sliding controller. (a) For a step change in
the reference frequencyfref . (b) For a step change in the load current from 0 to 80mA

Figure 2.22(b) shows the load transient response. A step change in load current of 80-

mA was made. The disturbed voltage returned to its steady-state value within 10-µs. A

slight displacement of the dc voltage level was observed when the load current was varied,

because the voltage was measured off the chip and the regulator tries to compensate the

voltage drop between the on-chip and off-chip nodes.

2.6 Summary

Adaptive power-supply regulation minimizes the power dissipation by regulating the volt-

age to the minimum that can satisfy the desired performance. Dynamic regulation of the
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supply voltage requires a feedback control loop that consists of a reference circuit to model

the system performance versus voltage, a buck converter for efficient DC voltage genera-

tion, and a controller that stabilizes the loop.

This chapter presented a digital controller that uses sliding control for adaptive power-

supply regulation. Sliding control needs the derivative of the controlled variablef and

the digital controller’s coarse resolution in measuringf makes it difficult to implement the

original sliding control law directly. So we derived an alternative form of sliding control,

which makes the digital implementation feasible. According to this new sliding control

law, the sensor detects the frequencyf of the reference circuit and its change∆f . The

implementation of the sensor was discussed for both types of reference circuits: a delay

line and a ring oscillator. The test chip demonstrated that the digital sliding controller can

operate at variable frequencyf and voltageV , and thus achieve high efficiencies of 89-95%

over a wide operating range.
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Chapter 3

Low-Voltage Parallelized Transmitter

and Receiver

The previous chapter discussed adaptive power-supply regulation as a way of minimizing

the power dissipation while operating at a specified clock frequency. This chapter discusses

the transmitter and receiver circuits that operate off of this adaptive supply. To achieve low

energy-per-bitrate ratios, the link transceivers must have high throughputs while operating

at low supplies. This chapter presents parallel and low-voltage transceiver circuits to satisfy

this goal.

Parallelism in transceivers obviates the need for high-frequency clocks to achieve high

bitrates [2],[46]. For example, the multiplexing transmitter and demultiplexing receiver

shown in Figure 3.1 can support high bitrates while each sub-transmitter and sub-receiver

operate at a lower frequency,bitrate/M . Multiple transmitters connected in parallel con-

vert low-frequency parallel data streams into a single high-frequency stream on the channel.

Multiple phases of the lower-frequency clock control the on- and off-timing of each trans-

mitter. Similarly, the parallel receivers convert the high-frequency data stream back to the

low-frequency parallel data streams. Again, multiphase clocks evenly divide a clock period

and set the receiving window of each receiver.

Parallelism lowers the clock frequency needed to support a certain bitrate and thus pro-

vides opportunities for saving power via adaptive power-supply regulation. As discussed

in Chapter 1, lowering both the frequency and voltage can bring significant savings in

49
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Figure 3.1: Parallelism in high-speed links: time-division multiplexing

power despite the penalty of increased area and switched capacitance [33]. The power re-

duction via parallelism is mainly due to the voltage being adaptively scaled down for the

lower clock frequency. Without voltage scaling, parallelism does not lead to power savings

because the reduction in power due to the lower frequency is canceled by the increased

switched capacitance.

Therefore, to fully exploit the potential power saving of parallelism, the link circuits

must be able to operate at low supply voltages. Unfortunately, most conventional trans-

ceiver circuits face difficulties as the supply voltage drops near the threshold voltage,V th.

The lower-bound on the supply voltage posed by these circuits limits the power savings

achievable by adaptive power-supply regulation.

This chapter begins by reviewing previous circuit implementations of parallelized trans-

mitters and receivers and identifying their limits on the supply voltage. Ways to extend

these limits are then investigated. In most cases, the difficulty stems from the reduced volt-

age headroom as the supplyV becomes comparable toV th. Various techniques either to

cancelV th or to avoidV th-related issues are presented. Although these techniques enable

a supply voltage as low as1.6 · V th, they come with overheads in power and area. The
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Figure 3.2: Output-multiplexing transmitter by Yang et al. [2]

overall effectiveness of these techniques is then analyzed.

Another challenge associated with the higher degree of parallelism is the stringent

matching requirement among the parallel components. These parallel components must

be identical and any mismatch may result in degradation of signal quality. For example,

time spacings between the multiphase clocks must be precise to reduce uncertainty in sig-

nal timing. Also, the parallel transmitters must produce the same voltage levels to reduce

uncertainty in signal swing. The issues related with precise generation of multiphase clocks

and the impacts of transistor mismatch on low-voltage, parallel operation will be discussed

in Chapter 4 and 5, respectively.

3.1 Low-Voltage Parallelized Transmitter

3.1.1 Multiplexing Transmitter

Shown in Figure 3.2 is the multiplexing transmitter proposed in [2]. Since it is difficult to

propagate pulses that are shorter than two gate delays at on-chip high-impedance nodes, the

transmitter multiplexes the data at its last stage driving the low-impedance off-chip node.

The transmitter has multiple drivers connected in parallel, each of which consists of two

pMOS transistors in series. Thus, each individual driver is active only when its inputs,
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Figure 3.3: (a) Simulated output swing versus supply voltage, (b) simulated output pulse-
width versus supply voltage

dclk[n] andqclk[n], are both low. Since these inputs are aligned with the clock phases that

are one phase apart,Φ[n] andΦ[n+1], the active period of each driver becomes1/M of the

clock period, whereM is the number of phases and the multiplexing rate. The combination

of the clock phases connected to the drivers makesM active periods that cover the clock

cycle. The predriver on the top enables or disables the inputdclk[n] depending on the data

bit being transmitted. The purpose of the predriver drivingqclk[n] is to match the delays

between the two input paths.

The transmitter in Figure 3.2 uses pMOS drivers instead of the nMOS drivers used in

the original implementation [2]. It is because the supplyV is adaptively adjusted to each

chip’s own conditions, and therefore this voltage cannot be the common reference across

different chips. The signal is instead referenced to ground driven by the pMOS drivers. The

use of pMOS drivers in fact has a substantial cost, and we will explore other alternatives in

Section 3.1.4.

The factors that limit the minimum supply voltage of this multiplexing transmitter are

related to the threshold voltage of the driver. First, the output signal swing drops rapidly

as the supply voltageV approaches the threshold voltageV th. Since the drain current of a
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Figure 3.4: Voltage waveforms of the driver inputs and outputs: with and without level-
shifting

transistor in saturation scales as(V −V th)α [47], the output swing will vary with the supply

voltage as plotted in Figure 3.3(a). If the dominant noise on links is the on-chip switching

noise whose magnitude is proportional to the supplyV , it is desirable that the output swing

also scale asV . However, with the current scaling as(V − V th)α, an increased driver size

would be necessary to support the desired swing at low supplyV , which may reduce the

power saving benefits of low-voltage operation.

Second, a lower supply voltage results in a narrower pulse-width at the output [32].

Figure 3.4 illustrates the waveforms of the driver inputs,dclk[n] andqclk[n], and the varia-

tion of the output pulse-width with the supply voltage. The driver is conductive only when

both inputs are belowV − V th. Therefore, as the supplyV decreases andV th becomes

a larger portion of the swing, the driver will turn on later but turn off sooner. As a result,

the output pulse-width decreases by 20% as the supply voltage drops from 2.5V to 0.8V, as

plotted in Figure 3.3(b).

An alternative implementation of multiplexing transmitter is proposed by Lee et al. [48].

In this transmitter, the data streams are multiplexed at the input of the driver instead of at

the output of the driver. To sustain fast signal transitions at an on-chip high-impedance

node, this input-multiplexing transmitter traded off the gain of the multiplexing stage to

increase its bandwidth. Input-multiplexing is effective in reducing power dissipation in
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Figure 3.5: Output-multiplexing transmitter with level-shifting.

the high voltage range because the switched capacitive load is reduced compared to the

output-multiplexing case. However, the input-multiplexing transmitter does not lend itself

well to low-voltage operation since an initially high voltage swing is needed to enhance the

bandwidth.

The next subsection describes a way of extending the low supply limit of the output-

multiplexing transmitter, by canceling the threshold voltage of the pMOS driver and mak-

ing it effectively zero.

3.1.2 Multiplexing Transmitter with Level-Shifting Predriver

Figure 3.5 shows the output-multiplexing transmitter with level-shifting predrivers. The

predrivers shift the voltage levels of the driver inputs down byV th so that the pMOS driver

inputs swing between−V th andV − V th. With level-shifting, the pMOS driver behaves

as if its threshold voltageV th is zero and the problems related toV th are mitigated. For

example, the output swing scales asV α instead of(V − V th)α and thus the driver can

produce a reasonable output swing at low supplies. Also, the output pulse-width is less

sensitive to supply voltage variation because the turn-on and turn-off points of the driver
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Figure 3.6: Level-shifting predriver and negative pulse generator.

are now independent ofV . The plots in Figure 3.3 illustrate the effectiveness of level-

shifting.

Level-shifting raises the gate voltage of the pMOS driver up to onlyV − V th and

therefore the pMOS driver may leak current to the output even when it is supposed to be

inactive. The transistors M1 and M2 in Figure 3.5 are added to shunt this leakage current

to ground.

Figure 3.6 is the circuit detail of the level-shifting predriver. The level-shifting circuit

consists of a boost capacitor and a biasing circuit. When the voltage on nodemid is high at

V , a diode-clamp and a small current source bias the voltage level on nodeout atV −V th,

storingV th across the boost capacitor. When the signal onmid switches down to ground,

the diode-clamp becomes inactive and the boost capacitor pushes the output voltage down

to−V th. To avoid voltage swing attenuation due to charge sharing, a large enough boost

capacitor is needed. For example, an 80µm-wide and 0.64µm-long pMOS gate capacitor

was used to drive each 16µm-wide pMOS driver.
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Figure 3.7: Transmitter output pulse-width adjustment loop.

The current source in the biasing circuit keeps the diode-connected pMOS slightly on

and thus maintains theV th-drop between nodesmid andout. However, the nMOS current

source cannot connect directly to the nodeout since its voltage swings below ground and

can forward-bias the p-n junction of the nMOS transistor. Two parallel pMOS transistors

are inserted between the nMOS device and the nodeout, and the negative pulse generator in

Figure 3.6 alternatively switches the gate voltages of these pMOS devices down to−V th

to keep this path always conductive. The negative pulse generator operates in a similar

manner to the level-shifting predriver and the voltage doubler in [49].

3.1.3 Output Pulse-Width Adjustment

In an output-multiplexing transmitter, in order to maximize the timing margin, it is im-

portant to control the pulse-width so that the falling edge of one pulse and the rising edge

of the subsequent pulse coincide. Although the level-shifting predriver reduces the pulse-

width variation, an additional control is required to ensure the optimal pulse-width. The

feedback loop shown in Figure 3.7 adjusts the pulse-width by varying the predriver delays
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(a) (b)

Figure 3.8: Alternative transmitter circuits: (a) zero-Vth pMOS driver, (b) nMOS driver
with negative adaptive supply

via the digitally-adjustable loads in Figure 3.6. The feedback loop compares the reference

voltage to the average output value of a replica multiplexing transmitter that transmits all

1’s. If the pulses are too wide, the average is higher than the reference, and vice versa [50].

Although the reference voltage should be the output of a single driver that is constantly on,

the input voltage cannot be held constantly at−V th. Two parallel drivers with alternatively

switching inputs are used to generate the reference instead.

3.1.4 Power and Area Overheads of the Level-shifting Transmitter

The level-shifting predriver stretches the minimum supply of the multiplexing transmitter

down to 0.8V withV th=0.55V, thus1.4·V th. However, the circuits that enable low-voltage

operation have overheads in terms of both power and area, which is disadvantageous for

high-voltage operation. This subsection examines the overheads of the proposed multiplex-

ing transmitter.

First, the level-shifting predriver dissipates additional power because it must switch the

large boost capacitor. Level-shifting is done by storingV th across the capacitor and driving
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Figure 3.9: Power dissipation at various supply voltages. Power is normalized to the volt-
age swing of 200mV.

one of its terminals. To maintain the transfer gain close to unity, the capacitor must be large

compared to the capacitance on the other terminal to the supply rails. Therefore, the boost

capacitor occupies a large silicon area and has a large parasitic bottom-plate capacitance

(nwell-to-substrate capacitance) that dissipates a fair amount of power when it is switched.

Second, a pMOS driver is less efficient in driving currents than an nMOS driver and

therefore with the same signal swing, the pMOS driver occupies more area and presents

more capacitance to the data and clock inputs. pMOS drivers are used in order to transmit

signals referenced to ground because the adaptiveV dd cannot serve as a common reference

across different chips.

To estimate the power overhead, the proposed transmitter is compared with a few alter-

natives that are shown in Figure 3.8. Figure 3.8(a) is a transmitter with zero-V th pMOS

drivers that excludes the overhead of level-shifting. Figure 3.8(b) is a level-shifting trans-

mitter that uses more efficient nMOS drivers. In this case, the higher supplyV dd serves as
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a common fixed reference and the lower supplyV ss is adaptively adjusted.

Figure 3.9 compares the power dissipations of these transmitters at various supply volt-

ages. Each power is normalized to a fixed output voltage swing of 200mV and the total

power is broken down by the contributions of the drivers, the predrivers, and the last-stage

clock buffers. Comparison with the zero-V th driver suggests that 47% of the predriver

power and 34% of the total transmitter power are consumed by level-shifting in the pMOS-

based transmitter. Comparison with the nMOS driver suggests that the power penalty of

using pMOS drivers is 47% of the predriver power and 54% of the clock power. Based on

these results, a transmitter with a zero-V th nMOS driver would dissipate only 22% of the

predriver power and and 54% of the clock power of the pMOS level-shifting transmitter.

The total power would be only 38%. A significant amount of power is being dissipated to

perform level-shifting and to use pMOS drivers.

3.2 Low-Voltage Parallelized Receiver

3.2.1 Demultiplexing Receiver

At the receiving end, the high-frequency bit stream gets demultiplexed into low-frequency

parallel streams by a set of parallel receivers, as shown in Figure 3.10. Each receiver

branch consists of a front-end that preconditions the incoming signal and a comparator that

determines whether the received bit is a 0 or a 1.

The front-end of the receiver uses an integrate-and-dump filter proposed by Sidiropou-

los et al. [3]. The integration of the received signal over the bit period rejects high-

frequency noise and emulates the maximum-likelihood receiver for non-return-

to-zero (NRZ) pulses [51]. The integration period is defined by two clock phases,Ψ[n]

andΨ[n + 1], as illustrated in Figure 3.11. After the integration period, the front-end holds

the resulting signal while the comparator resolves, and gets reset before the next integration

period begins. The parallel receivers rotate their activity such that at any given time, only

one of them is integrating and the others are either holding or being reset. This timing is

achieved by using multiphase clocks.
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Figure 3.10: Demultiplexing receiver

Figure 3.11: Integrating receiver timing diagram
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(a) (b)

Figure 3.12: Current integrating receiver front-end: (a) previously published [3], (b) modi-
fied for low-voltage operation

The following subsections examine the current-integrating receiver previously imple-

mented by Sidiropoulos et al. [3]. The factors that limit its minimum supply are the large

voltage headroom required for the MOS sample-and-hold switches and the poor sensitivity

of the comparator operating at low supplies and with low input levels. Techniques to extend

these limits are then discussed.

3.2.2 Current-Integrating Receiver Front-End

Figure 3.12 is the circuit detail of the current-integrating receiver. Figure 3.12(a) shows the

previous implementation in [3] with modifications that allow a multiplexing factor greater

than 2. During reset, the output voltages,V m+ andV m−, are discharged to ground by the

nMOS pull-down transistors. WhenΨ[n] rises, the integration period begins and the input

differential pair steers the current onto the output nodes, where the integral of the current

becomes the voltage. The complementary differential pair biased at a lower current level is

to equalize the charge injection from the inputs [9]. WhenΨ[n + 1] rises, the integration

period ends and the nMOS switches M3 and M4 hold the output voltages for comparison.

The nMOS sample-and-hold switches, M3 and M4, set the limit of the minimum supply

voltage. The integrating stage is biased so that the output voltages lie between 0 andV th

to keep the differential pairs in saturation. Therefore, for the switches M3 and M4 to

be conductive, their gate voltages must be at least2V th plus some overdrive [52]. This
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(a) (b)

Figure 3.13: Biasing the integrating current via: (a) segmented current sources, (b) capaci-
tive charge pumps

required gate voltage swing for the sample-and-hold switches limits the minimum supply

of the integrating receiver.

Figure 3.12(b) is the proposed integrating front-end that performs sample-and-hold

without these MOS switches. The nMOS transistors M5 and M6 hold the output voltages

by discharging the tail nodes and thus disabling the current steering. This small modifica-

tion extends the minimum supply down to1 · V th plus gate overdrive. The tail nodes are

charged up again during the reset period, so that the bias currents will be at their full levels

when the integration begins.

Figure 3.13 shows two biasing schemes for the integrating front-end. The purpose

of adjusting the bias is to keep the output voltages within the desired range (0 toV th)

and thus to keep the differential pairs saturated. Both biasing schemes provide digitally-

programmable current levels, in order to obviate the need for distributing an analog, noise-

sensitive bias voltage across the chip.

Figure 3.13(a) is a more conventional approach where the gate biasV bp of the integrat-

ing stage current source M7 is adjusted via the segmented current sources and the current

mirror. For the integrated output to have a constant voltage swing, the bias current must

scale inverse-proportionally with the bit period and proportionally with the clock frequency.

The source terminals of the segmented current sources are tied to the adaptive supplyV ,
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Figure 3.14: The feedback biasing loop for the integrating front-end

so their currents will scale with the adaptive supply and thus with the clock frequency as

desired. Although the scaling via the adaptive supply is not perfect, it helps narrow the

required adjustment range which must be wide enough to include the desired bias points at

all operating conditions.

To stretch the voltage headroom further, the biasing scheme shown in Figure 3.13(b)

instead boosts the source voltage of the current source while holding the gate voltage fixed

atV − V th. The source voltageVBOOST is initially held atV while the integrating stage is

off duty, i.e.Ψ[n+1] is high. WhenΨ[n+1] falls, the selected NAND gates switch one side

of the capacitors high and boosts the voltageVBOOST fromV toV +∆V . The raised amount

∆V is adjusted by selecting different combinations of NAND gates, therefore adjusting the

bias current. Similar to the segmented current source, the bias current will scale with the

adaptive supply and with the clock frequency, because∆V is proportional to the NAND

gate output swing,V .

This capacitive charge pump scheme achieves a minimum supply of 0.9V withV th of

0.55V, whereas the segmented current source scheme achieves 1.1V. However, switching

the capacitors every cycle increases the total receiver power by 8%. Unless the robust

operation at very low supply is desired, the segmented current source scheme is the better
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Figure 3.15: Low-voltage comparator with low common-mode input.

solution for low power.

Figure 3.14 shows the digital feedback biasing loop for the integrating front-end. The

receiver is replicated for the feedback loop and its inputs are driven as strong 1. The

comparator detects if the voltage swing of the front-end positive output is either above

or below the desired level,V th. Based on the comparator output, the up/down-counter

adjusts the digital selection bits and varies the bias current level accordingly.

3.2.3 Low-Voltage Comparator

The role of the comparator is to recover full digital levels of the integrated output signals.

Since these signals range from 0 toV th at most, the comparator must be able to resolve

signals with such low common-modes while operating at low voltages. Most comparators

in the literature unfortunately fail this requirement. For example, the StrongArm latch [53]

needs a minimum supply of at least1.5V th if the pMOS input pairs are used to accommo-

date the low input levels. The latches with nMOS input pairs cannot resolve signals below

V th because the nMOS input devices will not be conducting.

The proposed comparator in Figure 3.15 uses an nMOS input pair but with a charge-

injector on its tail. When the clockΨ[n + 1] is low, the output voltagesV o+ andV o−
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Figure 3.16: Simulated comparator sensitivity

are precharged high and the nodetail is discharged to ground. When the clockΨ[n + 1]

rises, the capacitor injects negative charge into the nodetail. This charge is then steered

by the input pair to selectively discharge the output voltages. After a small delay, the

positive feedback formed by the cross-coupled inverters is activated and regenerates the

initial voltage difference to a full level.

It is a concern whether this negative charge injection can cause a latch-up [54]. The p-n

junction may be forward-biased momentarily, but it is not likely that significant minority

carrier injection will occur since the voltage drop below ground is only about half ofV th

or 300mV. Furthermore, the amount of charge injected is too small (50fC) to sustain a large

current that can initiate a latch-up.

Figure 3.16 plots the sensitivity of the proposed comparator along with that of the

StrongArm latch with a pMOS input pair. At 0.9V, the sensitivity of the proposed com-

parator is 3mV while that of the StrongArm latch degrades to 13mV. Also, the sensitivity

of the StrongArm latch degrades again at high supplies because the low input voltage level

causes the pMOS input pair to fall out of saturation. The proposed comparator shows good

sensitivity over the wide operating range.
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3.3 Summary

To further exploit the power saving benefits of adaptive power-supply regulation, this chap-

ter presented the parallelized transmitter and receiver that can operate at very low supplies.

Parallelism greatly improves the bitrate of a link while low-voltage operation saves a sig-

nificant amount of power.

Several design techniques were presented to enable low-voltage operation of the trans-

ceiver. In the transmitter, the use of level-shifting mitigated the problems associated with

the threshold voltage of the driver. In the receiver, the integrating front-end avoided using

the sample-and-hold MOS switches that require large voltage headroom. The compara-

tor used subthreshold charge-steering to accommodate low input common-modes and to

operate at low supplies.

These low-voltage techniques extended the minimum supply limit of the transceiver

down to1.6V th, 0.9V withV th of 0.55V. Although some of the techniques have overheads

in power and area and thus have little benefit at high voltage range, they will gain more

importance as CMOS processes scale and the supply voltage continues to decrease relative

to the threshold voltage. Since the additional overhead is due mostly to the capacitive

boosting used to generate new voltage levels, having more explicit supply voltages may

prove more viable in such cases.



Chapter 4

Per-Pin Multiphase Clock Generation

and Recovery

The previous chapter described a parallelized transmitter and receiver that can achieve high

aggregate bitrates while operating at moderate clock frequencies. This parallelized trans-

ceiver operates in a time-division multiplexing way, where only one of the branches is

active at any given time. The timing to select each transmitter and receiver branch in se-

quence is governed by multiple clocks with equal phase spacing. Non-uniform spacing

between the clock phases can result in one of the bit periods being shorter than the others

and effectively reduce the timing margins of the link. Therefore, for maximum timing mar-

gins, it is important to maintain low static phase offsets as well as low jitter. This chapter

describes how to accurately generate multiphase clocks with low overhead in power and

area.

Multiphase clocks can either be distributed from a central point or be generated at each

pin locally. In both cases, precisely matching the delays of the multiple clock paths is im-

portant to maintain equal spacing between the clock phases. However, even with identical

layout, the distribution paths are subject to random mismatches that can be either time-

invariant (static offset) or time-varying (jitter). The longer the path delay, the larger the

mismatch [55],[56],[57]. For this reason, distributing the centrally-generated multiphase

clocks is usually impractical. Generating multiphase clocks locally at each pin can keep

the distribution path short and thus the static offset and clock jitter low.

67
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Local clock generation also makes per-pin timing adjustment easier. Recovering clocks

from different sources and compensating skew between channels both require separate tim-

ing adjustment circuits for each pin [58]. If the multiple clock phases are distributed from a

central source, the local timing circuit will need to shift all the phases equally by the desired

amount to adjust timing. The complexity is high and matching the phase-shifts is difficult.

A better approach is to directly generate the multiphase clocks that are synchronized to the

data.

However, having phase-locked loops (PLLs) or delay-locked loops (DLLs) generate

the multiphase clocks locally at each I/O pin can be costly in power and area. To address

this problem, a dual-loop architecture for per-pin multiphase clock generation and recov-

ery is presented. The global feedback loop in this dual-loop architecture is the adaptive

power-supply regulator. The adaptive supply not only maximizes the energy efficiency,

but also enables small silicon area and optimum scalable performance at all frequencies of

operation.

The first section describes the dual-loop architecture for local multiphase clock gen-

eration and recovery. It discusses the benefits of adaptive supply and reviews the general

principles of adaptive bandwidth PLL/DLL. The following sections then describe the cir-

cuit details of the per-pin clock generation and recovery loops. Both the PLL and DLL

implementations are presented and their power, area, and jitter performance are compared.

4.1 High-Level Architecture

4.1.1 Dual-Loop Architecture

Figure 4.1 illustrates a dual-loop architecture for multiphase clock generation and recovery.

The adaptive power-supply regulator presented in Chapter 2 serves as the global loop and

the PLLs or DLLs that produce multiphase clocks for the multiplexing transceiver serve

as the local loops. The global loop and the local loops are linked through the adaptive

supply, which is dynamically adjusted for the operating frequency as well as the process

and temperature conditions.

The role of the adaptive power-supply regulator in this dual-loop architecture is twofold.
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Figure 4.1: Dual-loop architecture for multiphase clock generation and recovery

First, the adaptive power-supply regulator maximizes the energy efficiency of the local

PLLs and DLLs by lowering the supply voltage to the minimum that supports the operating

frequency [30],[31]. Second, by doing so, the adaptive power-supply regulator effectively

regulates the frequencies of the local voltage-controlled oscillators (VCOs) and the delays

of the local voltage-controlled delay-lines (VCDLs) to be close tofref and1/fref , respec-

tively. The adaptive power-supply regulator adjusts the supply voltage so that its reference

VCO oscillates at the reference frequencyfref . Then the local VCOs and VCDLs are ex-

pected to have frequencies close tofref since they are identical to the reference VCO and

operate off of the same voltage level as the adaptive supply [59].

Exploiting the fact that the adaptive supply coarse-tunes the frequencies and delays

of the local VCOs and VCDLs, the fine-tuning range of the local PLLs and DLLs can

be narrow as long as it can compensate for the offsets due to on-chip mismatches. The

worst-case mismatch analysis shows that±15% range would be wide enough for the fine

frequency tuning.

This narrow tuning range leads to lower VCO/VCDL gain in the local PLLs and DLLs

and thus to smaller loop capacitor area. The desired bandwidth of the PLL sets a certain

value forKV CO · Icp/C, whereKV CO is the VCO gain,Icp is the charge pump current,
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andC is the filter capacitance. Wide-range PLLs typically have largeKV CO’s and demand

the filter capacitance of over 100pF, whose area can easily dominate the overall PLL area.

Thanks to the narrow fine-tuning range and the lowKV CO, the local PLLs in this dual-loop

architecture have the filter capacitance of only 2.5pF, saving significant area.

The dual-loop architecture enables both low VCO gain and wide frequency range,

which are difficult to achieve in conventional PLLs [60]. Here the global loop is the ex-

isting adaptive power-supply regulator, incurring no additional overhead. The adaptive

supply can also be used to scale the PLL and DLL bandwidth optimally with the operating

frequency, which is described next.

4.1.2 Adaptive-Bandwidth PLL/DLLs

Adaptive-bandwidth PLLs and DLLs refer to a class of PLLs and DLLs in which the loop

dynamics scale proportionally with the operating frequency. For example, the self-biased

technique proposed by Maneatis in [61] achieves a fixed bandwidth to operating frequency

ratio by varying the charge pump current and the feedforward zero properly with the VCO

bias condition. The similar design principle has also been applied to the regulated-supply

PLL and DLL, as demonstrated in [62].

An adaptively-scaled bandwidth maintains the optimal behavior of PLLs and DLLs

at all operating frequencies and keeps it robust against process, temperature, and voltage

variations. A PLL with a fixed bandwidth, on the other hand, is often forced to compromise

its optimal performance in order to meet the stability requirement at all possible conditions.

For example, a PLL with an operating range of 1 to 100MHz cannot have a fixed bandwidth

higher than 0.1MHz, which may be too low to reject sufficient noise at 100MHz. An

adaptive-bandwidth PLL would scale its bandwidth from 0.1 to 10MHz as the frequency

varies from 10 to 100MHz, achieving the optimum loop dynamics over the whole range.

For scalable loop dynamics, PLLs and DLLs must satisfy the following requirements:

the loop bandwidthωn must maintain a constant ratio with the operating frequency and the

damping factorζ must remain constant at all frequencies. In terms of the PLL adjustments

on phase and frequency (∆φ and∆ω, respectively) upon the detection of the phase error
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φerr, the adaptive-bandwidth requirement can be expressed equivalently as:

∆φ = Cφ · φerr,

∆ω/ωref = Cω · φerr,
(4.1)

whereωref is the reference frequency in radians per second andCφ andCω are constants.

The phase and the relative frequency (ωout/ωref ) of the VCO are updated by the amounts

that have fixed ratios with the phase error. Similarly, in adaptive-bandwidth DLLs, the

delay of the VCDL is updated by the fixed portion of the delay errorDerr, expressed as:

∆D = CD ·Derr, (4.2)

where∆D is the change in VCDL delay andCD is a constant. Appendix B discusses

the design principles of adaptive-bandwidth PLLs and DLLs in detail and reviews a few

different implementations.

The local PLLs and DLLs in this dual-loop architecture satisfy the relations in Eq(4.1)

and Eq(4.2) by exploiting the adaptive supply as a global bias voltage. The adaptive supply

properly varies the charge pump currents and the VCO control gains with the operating

frequency and adapts to the process and temperature variations. The circuit implementation

of the local PLLs and DLLs presented in the following sections will demonstrate how the

adaptive bandwidth is realized.

4.2 Multiphase Clock Generation PLL/DLL

This section describes the local PLLs and DLLs that generate multiphase clocks for the

multiplexing transmitter. Figure 4.2 shows the block diagrams of the clock generator PLLs

and DLLs. The VCO or VCDL has two control inputs, coarse and fine, and produces the

multiple clock phases by tapping equally-spaced outputs. The voltage regulator suppresses

the noise on the VCO/VCDL supply and subsequently the jitter on the clocks. The phase

detector measures the error between the reference phase and the output phase, and the

charge pump adjusts the control voltage accordingly to cancel the error. For DLLs, the

additional duty-cycle control on the input clock is necessary to ensure the precise 180◦
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(a) (b)

Figure 4.2: Local multiphase clock generators: (a) PLL and (b) DLL

lock of aligning the rising edge of the input clock and the falling edge of the output clock

[63].

The following subsections then visit each of these blocks shown in Figure 4.2 in detail.

For the blocks common to both the PLL and DLL, the discussions focus mainly on the

PLL.

4.2.1 Coupled Voltage-Controlled Oscillator

The primary role of the local VCOs is to generate multiphase clocks. In addition, the iden-

tical VCO in the adaptive power-supply regulator has to indicate the maximum frequency at

which the I/O circuits can operate. The maximum frequency of the I/O circuits is bounded

by the minimum clock pulse-width that the clock buffers can propagate without attenuation

[32],[10]. In order to have the VCO frequency track the clock buffer bandwidth, the delay

elements of the VCO should be identical to the clock buffers, which, in most cases, are

CMOS inverters. Unfortunately, a ring-oscillator made of single-ended inverters cannot

provide both true and complementary clock outputs.

Instead, two single-ended ring-oscillators can be coupled to generate both true and

complementary clocks. The theory of coupling multiple oscillators in general is described

in [64]. Each buffer stage of the ring oscillator is basically a delay interpolator that has two

inputs; one input from the previous stage on the same ring and the second input coupled

from the other ring. The delay interpolator consists of two inverters with their outputs

shorted together.
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(a)

(b)

Figure 4.3: (a) Ring-oscillators with coupling inputs, (b) coupled VCO

There are in fact multiple ways of coupling two ring-oscillators to have 180◦ phase

difference. The common way is to connect the output X from one ring to the input A of

the other ring, as shown in Figure 4.3(a). This is equivalent to having two cross-coupled

inverters between true and complementary outputs [65],[32]. Another way is to connect

the output X to the input B [66],[67]. We use the latter scheme since it can support higher

operating frequency thanks to the forward interpolation of phases. The overall VCO circuits

are shown in Figure 4.3(b).

For DLLs, it is possible to build delay-lines with similar coupling. Delay-lines need

inputs and outputs where the clock signal enters and leaves. Starting from the coupled VCO

shown in Figure 4.3(b), one can break one pair of ring connections and use the resulted open

ends as the inputs and outputs. It would be necessary to match the driving and loading

conditions at these ends to those of the other buffers. The coupling connections, on the

other hand, can still form a complete ring, which can help suppressing the reference clock
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Figure 4.4: Combination of an RC filter and a linear regulator to filter noise on VCO supply

jitter. For better matching, the adaptive power-supply regulator can also be built with a

reference delay-line, as described in Chapter 2.

4.2.2 Filtering Noise on the VCO Supply

To stabilize the VCO frequency and thus reduce clock jitter, it is important that the supply

voltage of the VCO be kept constant. The adaptive supply taken directly from the global

regulator can suffer from noise since the entire I/O circuits operate off of this supply.

A combination of a low-pass RC filter and a linear regulator shown in Figure 4.4 gen-

erates a quieter replica voltage that tracks the average value of the adaptive supply. The

cut-off frequency of the RC filter scales proportionally with the clock frequency because

the series resistance of the pMOS device varies with the adaptive supply and therefore with

the clock frequency. This adaptive cut-off frequency enables effective filtering of the digital

switching noise which has a spectrum that also scales with the clock frequency.

Voltage ripple from the switching regulator is not as serious a concern as the on-chip

switching noise since the ripple has a small magnitude (< 20mV) and low frequency (<

1MHz). The low-frequency phase drift due to this voltage ripple will be corrected by the

PLL.
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(a)

(b)

Figure 4.5: Fine frequency-tuning methods: (a) variable capacitive load, (b) variable offset
in the VCO supply

The linear regulator is a differential amplifier driving a pMOS current source in a unity-

gain feedback configuration. The linear regulator operates at the fixed nominal supply, so

its power dissipation scales asV f instead ofV 2f , trading power for lower jitter. The bias

current of the differential amplifier tracks that of the VCO, in order to reduce the power

overhead of the amplifier at low supplies and to properly scale the output common-mode

to reduce the voltage offset.

The VCO itself consists of inverters that generate noise while switching. The regulator

in [62] added a load current that is 2-3 times larger than the VCO current to suppress the

disturbance at the cost of increased power. The regulator in this design instead used a

capacitive load of approximately 2pF at the regulator output to filter high frequency noise.

However, this added capacitance may adversely affect the stability of the linear regulator,

in which case compensation is required. The use of Miller capacitance across the second

stage incurs the smallest area, but has poor supply noise rejection. Various compensation
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Figure 4.6: Ranges of two fine tuning methods, also with the expected frequency mis-
matches from the Monte-Carlo simulation

schemes are available and their trade-offs have been well studied [68].

4.2.3 Fine Frequency Tuning

Once the local VCO frequency is coarse-tuned by its supply voltage, another mechanism

is required for the local PLLs to fine-tune the frequency. Figure 4.5 shows two imple-

mentations of fine frequency adjustment. Figure 4.5(a) uses a variable capacitive load at

each buffer output to modulate the delay [69]. Figure 4.5(b) introduces an offset between

the global adaptive supply and the local VCO supply, by adjusting the linear regulator

closed-loop gain away from unity. Although both tuning methods can achieve the desired

fine-tuning range, the use of supply offset is more advantageous because it presents less

loading at the VCO buffer outputs.

The primary purpose of fine-tuning is to cancel the frequency offset between the global

VCO and the local VCOs stemming from on-chip mismatches. Figure 4.6 plots the fine-

tuning ranges of both methods at various supply voltages. The 3-σ variation in VCO fre-

quency obtained from Monte-Carlo simulations is also shown on the plot [70],[71]. At high

supplies, frequency offsets due toβ-mismatch dominate and the variation is small (2.5%).
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(a) (b)

Figure 4.7: (a) Linear phase-only detector and (b) charge pump for PLL and DLL

However, at low supplies, the offsets due toV th-mismatch dominate and the variation

increases asV − V th decreases.

Figure 4.6 shows that as the supply voltage decreases, the percentage tuning range

of the supply offset method increases while that of the variable load method decreases.

The tuning range of the variable load method decreases because the dynamic range of the

control voltage is reduced (V − V th). The range of the supply offset method increases

because the frequency-to-supply sensitivity of the VCO is higher at lower supplies. In this

sense, the supply offset method is better. The variable load method requires a wide enough

tuning range to cover the large frequency mismatch at the low voltage end, resulting in an

overly wide tuning range at high voltages that may dilute the benefits of having a narrow

fine-tuning range.

4.2.4 Phase Detector and Charge Pump

Most PLLs employ phase-frequency detectors, which extend the capture range by having

extra state elements to detect cycle-slipping. For the local clock generation PLLs being

described, however, the coarse frequency-tuning provided by the adaptive supply makes

this extended capture range less useful. Linear phase-only detectors have wide enough

lock-in range that can cover the required fine-tuning range of the VCO. Figure 4.7(a) shows

the circuit details of the phase-only detector proposed in [62], which is simpler than most

phase-frequency detectors [72],[73].
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Figure 4.8: Duty-cycle correction on the DLL input clocks

Figure 4.7(b) shows a push-pull type charge pump similar to the one in [62]. The

current level is biased with the adaptive supplyV in order to scale the loop bandwidth

proportionally with the operating frequency. The charge pump currentIcp scales asV fref

(= (V − V th)α) [47],[20], while the VCO fine-frequency tuning gain (KV CO) scales as

fref/V . The VCO frequency changes by a constant fraction of the coarse-tuned frequency

fref as VCTRL sweeps from 0 toV , thus establishingKV CO. As a result, the product

of Icp andKV CO will scale asf 2
ref , satisfying the adaptive-bandwidth criteria for charge-

pump PLLs in Eq(B.4). See Appendix B for the derivation of this criteria originating from

Eq(4.1).

4.2.5 Duty-Cycle Corrector

The delay-line of the clock generation DLL tries to span 180◦ by aligning the output rising

edge to the input falling edge. However, if the input clock has a duty-cycle different from

50%, the delay span will be different from 180◦. Figure 4.8 shows the duty-cycle corrector

that ensures the 50% duty cycle of the DLL input clock. The duty-cycle is adjusted by

varying the pull-up and pull-down strengths of the clock buffers.

The phase detector measures the distances between the rising edges of the true and

complementary signals of the DLL input clock,ckD+ andckD-. The phase detector asserts
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Figure 4.9: Recovering receiver timing from the data stream

dn during the period from the rising edge ofckD+ and the rising edge ofckD-, and asserts

up during the other period from the rising edge ofckD- to the rising edge ofckD+. The

charge pump controlled by this phase detector adjusts the control voltageVC,DUTY and

thus the duty-cycle of the clocks. The feedback loop will settle when these two periods are

equally long, and equivalently, when the duty-cycle is 50%. The infinite DC gain of the

charge pump keeps the remaining duty-cycle error smaller than that of the amplifier-based

duty-cycle corrector [63].

4.3 Multiphase Clock Recovery PLL/DLL

As mentioned in the introduction, the limited pin resources and the increasing number of

high-speed links on a chip are likely to prefer serial links that recover timing from the data

stream, to parallel links that require separate clocks transmitted by the source. Figure 4.9

illustrates a timing recovery loop of a serial link. From the transitions embedded in the data

stream, the loop determines whether its timing is early or late and adjusts it accordingly.

This section describes per-pin clock recovery loops which also provide multiphase clocks

for the demultiplexing receivers.

Shown in Figure 4.10 is the phase detector for a multiphase clock recovery loop. A

duplicate set of data receivers sampling the data edge rather than the center serves as the

phase detector. Depending on the data received before and after the edge, the output of
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Figure 4.10: Phase detector for per-pin clock recovery loops

the phase detecting receiver can determine whether the recovered timing is early or late

[74]. These phase detecting receivers need to be triggered off the quadrature clocks, i.e.

the clocks shifted by one half bit period. With an odd number of phases spanning 360◦,

the quadrature clocks are simply the complementary version of the clocks. With an even

number of phases, however, additional circuits such as phase interpolators may be needed

to generate the intermediate phases [2],[75].

In this multiphase system, the outputs from the multiple phase detectors are aggregated

to generate one output per cycle by using a majority voting circuit. The detailed issues with

the multiphase system and the implementation of the majority voting circuit are discussed

later in Section 4.3.1.

Using a replica receiver as the phase detector is ideal for achieving zero timing offsets.

Most receivers have setup times that introduce offsets between the times when the clock

fires and when the data is actually sampled. Therefore, using any circuit other than the

receiver itself for phase detection risks having unmatched timing offsets.

However, this kind of phase detector can provide only the polarity of the timing error,

but not the magnitude. In other words, the phase detector output can only be one of the

followings: early (-1), late (+1), or no transition (0). The discrete outputs of the phase

detector makes the clock recovery loop bangbang-controlled. Bangbang-controlled loops

are inherently nonlinear, which distinguish themselves from the more conventional linear
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Figure 4.11: Block diagram of a bangbang-controlled clock recovery PLL

control loops.

The following subsections describe the multiphase clock recovery PLL and DLL, both

of which are bangbang-controlled. Similar to the clock generator PLL and DLL, the clock

recovery PLL and DLL are also the local loops that exploit the adaptive power-supply reg-

ulator as the global loop and use the same design principles to achieve adaptive bandwidth.

The circuit details are presented and the comparison between the PLL and the DLL in terms

of their power, area, and jitter performance are discussed.

4.3.1 Bangbang-Controlled Clock Recovery PLL

Figure 4.11 shows the block diagram of the multiphase clock recovery PLL. The loop dy-

namics of a bangbang-controlled PLL have been studied in [76] and [77], and are discussed

in more detail in Appendix C.

The output of the bangbang phase detector controls the timing of the VCO through two

paths: the proportional path and the integral path. The proportional path steps the VCO

phase up or down by a fixed amount depending on the error polarity. The integral path, on

the other hand, steps the frequency of the VCO.

For stability of the loop, the proportional gain must be sufficiently larger than the inte-

gral gain. This is equivalent to having large enough damping ratios in linear PLLs. How-

ever, an integral gain that is too low may slow down the frequency tracking of the PLL
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and make the loop vulnerable to noise. The analysis in Appendix C suggests that the ratio

τ/td,eff of 20 to 40 is a good compromising point between stability and tracking. The ef-

fective loop delaytd,eff is the actual loop delay plus one update period, taking into account

that the discrete-time sampling action of the phase detector can effectively add delay.

Even when the loop is in lock, the bangbang action of the phase detector causes the

VCO phase to dither. This dithering jitter has a peak-to-peak value of2ωbb · td,eff , which is

proportional to both the loop gain and the loop delay. Therefore, the magnitude of the loop

gain is constrained by the desired timing accuracy of the application.

Proportional Control: Stepping the VCO Phase

The proportional control path of the bangbang PLL induces a change in VCO phase by

making a momentary step in frequency (ωbb) that lasts for one cycle (tupdate). Figure 4.12

shows the implementation of this proportional control suitable for each of the fine-tuning

methods described in Section 4.2.3. In the variable load method (Figure 4.12(a)), some

amount of extra capacitive load is switched in or out depending on the bangbang phase

detector outputs (up anddn). In the supply offset method (Figure 4.12(b)), a positive or

negative current step is injected at the VCO supply, which builds a voltage step due to the

finite output impedance of the linear regulator [62],[61].

In both cases, the proportional frequency stepωbb scales proportionally with the coarse-

tuned VCO frequency,fref . The adaptive supply affects the series resistance of the switch,

the magnitude of the current step, and the output impedance of the regulator. Since the

resulting phase step is equal toωbb times the cycle timetupdate, the phase step in radians

stays constant independent of the operating frequency. Therefore, the clock recovery PLL

meets the phase criteria for adaptive bandwidth in Eq(4.1), as well as the frequency criteria

already discussed in Section 4.2.4.

When the loop is in lock, the VCO clock edge will dither by this phase step. Therefore,

a small phase step is desired to keep the dithering jitter small. However, a small phase step

will slow down the PLL tracking response. More importantly, thelock-in range, i.e. the

range of initial frequency difference at which the PLL can lock without cycle-slipping, will

become very narrow (±ωbb), with a small phase step.

The PLL can still acquire lock beyond the lock-in range. The range of frequency at
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(a)

(b)

Figure 4.12: Proportional controls in: (a) variable load method, (b) supply offset method

which the PLL can lock after some cycle-slipping is calledpull-in range. However, the

pull-in range can be limited by the loop delay; according to the analysis in Appendix C, the

pull-in range is±0.5π/td,eff .

The clock recovery PLL in this work can acquire lock when the initial frequency of the

VCO is within 7% of the reference. It is in fact narrower than the fine frequency tuning

range,±15%. If the frequency difference is larger than 7%, the phase detector will not

be able to pull the frequency to lock by itself. In this case, a frequency acquisition aid is

necessary to guide the loop to lock.

Frequency Sweeping as an Acquisition Aid

A wide-range clock recovery PLL, in general, needs a sophisticated frequency acquisition

aid because there are multiple frequencies at which the PLL may fall in lock, e.g. the

harmonics. Fortunately, in the clock recovery PLL with the coarse frequency tuning, the



84 CHAPTER 4. PER-PIN MULTIPHASE CLOCK GENERATION/RECOVERY

Figure 4.13: Frequency sweeping as the frequency acquisition aid

Figure 4.14: Transient response during locking

narrow fine-tuning range guarantees that there is only one possible lock state. Therefore, a

simpler scheme such as frequency-sweeping can be used to aid the frequency acquisition

[78].

Figure 4.13 illustrates implementation of the frequency sweeper that we used. During

preamble mode, the transmitter side is assumed to send a full-transition signal 10101010.

The control voltageVCTRL is initialized to its maximum valueV and therefore the VCO

frequency also starts from its highest value. The frequency sweeper pulls charge out of

the filter capacitorCC and lowersVCTRL whenever the loop slips a cycle. Cycle-slipping

implies that there is a difference between the transmitted rate and the receiving rate, and is

detected by comparing two consecutive bits received. If these two bits are not different, the

cycle-slip detector asserts the signalslip. This way, the VCO frequency is swept downward

until the frequency error is no longer detected by cycle-slipping. Once the VCO frequency
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gets to within the lock-in range, the phase-tracking loop will have enough control gain to

acquire lock. Figure 4.14 shows the transient during frequency sweeping and phase lock.

The frequency-sweeping current is biased so that it has a constant ratio with the main

charge pump current. The sweeping current should be neither too large nor too small for

the intended operation and the detailed analysis on its valid range is presented in Appendix

C. The valid range is in fact quite wide and is a function of the loop gainωbb and the loop

delaytd,eff .

Decimating Multiple Phase Detector Outputs: Majority Voting

In the clock-recovery applications that use multiphase clocks, there can be more than one

data transition per cycle where the timing decision can be made. At each of those transi-

tions, a phase detector may be placed. In fact, placing too few phase detectors may create

additional false locking states, e.g. at subharmonics of the reference frequency. Unless

some coding can ensure the uniform distribution of transitions over different phases, it is

generally necessary to place phase detectors at all phases.

In this case, there will be multiple phase detector outputs per cycle. These outputs can

be applied individually to update the VCO timing or can be aggregated to a single output

per cycle, e.g. by taking the majority vote among them. There are trade-offs between the

two schemes which are discussed in Appendix C. Majority-voting has the disadvantage of

increasing the loop delay, but has the advantage of keeping the control gain unchanged for

the wide range of transition density.

Figure 4.15 shows the details of the majority-voting circuit. Basically, the circuit keeps

a tally of up’s and down’s from the phase detectors as they resolve to their decisions at

different phases. The skew-tolerant domino clocking [79] helps processing these different

phase domain signals without the extra step of synchronization and thus reducing the over-

all loop delay. Short loop delays are critical in minimizing the dithering jitter and extending

the pull-in range of a bangbang-controlled PLL.
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(a)

(b)

Figure 4.15: Majority-voting for decimating multiple phase detector outputs: (a) circuit
block diagram, (b) 3:1 multiplexer with skew-tolerant domino clocking
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Figure 4.16: Triple-loop architecture of the clock recovery DLL

4.3.2 Bangbang-Controlled Clock Recovery DLL

A DLL can also perform bangbang-controlled clock recovery. The overall architecture of

the multiphase clock recovery DLL is shown in Figure 4.16, which is based on the semi-

digital dual-loop DLL proposed in [63]. The first loop creates multiple clock phases from

the reference clock and the second digital loop selects two phases among them and inter-

polates them to generate the tracking phase. The finite-state machine adjusts the tracking

phase by changing the phase selection and the interpolating ratio, depending on the output

of the bangbang phase detector.

The second loop gives only one phase that tracks the optimal timing. Instead of having

multiple phase selectors and interpolators to provide more phases [80], the DLL in Fig-

ure 4.16 has a third loop that generates multiple phases. Both the first and the third loop

need 50% duty-cycle control on their input clocks to ensure the correct 180◦ lock.

The clock recovery DLL thus has a triple-loop architecture. Similar to the other PLLs

and DLLs described above, the three loops in this DLL all serve as the local loops to the

global adaptive power-supply regulation loop. For example, the bandwidth of the feedback

loop is scaled proportionally with the clock frequency by biasing the charge pump current

with the adaptive supply. The bandwidth of the interpolating buffers is also scaled with the
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Figure 4.17: Digital phase interpolator

aid of the adaptive supply, as discussed next.

Digital Phase Interpolator

Figure 4.17 shows the digital phase interpolator used in the clock recovery DLL. The in-

terpolator is basically a collection of inverters with their outputs tied together. The 2:1

multiplexers select the input signals for the inverters and thus the interpolation weight.

For the smooth transition of the interpolated output at all operating frequencies, the

bandwidth of the interpolating stage must scale with the frequency [63]. The interpolating

inverters operating off of the adaptive supply coincidentally meet this requirement.

4.3.3 Comparison between PLL- and DLL-based Clock Recovery

Table 4.1 summarizes the power, area, and jitter performance of the PLL-based and the

DLL-based clock recovery circuits reported in [81], which generate five clock phases. As

discussed in Section 4.3.2, the clock recovery DLL needs an additional delay-line to gen-

erate the multiphase clocks for the demultiplexing receiver. This additional circuitry adds

110% more power and 70% more area, compared to those of the PLL. Although the clock

recovery DLL does not have VCOs that accumulate jitter, the long delay through the three
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Table 4.1: Comparison between PLL- and DLL-based clock recovery

PLL DLL

Power dissipation
@ 3.5Gb/s 16.6mW 34.4mW
@ 2.5Gb/s 7.9mW 16.8mW
@ 1.0Gb/s 2.2mW 4.6mW

Area occupation 0.16mm2 0.27mm2

Peak-to-peak jitter 36.7ps 37.8ps
(700MHz, quiet supply)

cascaded loops and the duty-cycle correctors increases the DLL noise sensitivity. The mea-

sured peak-to-peak jitters of the PLL and the DLL were in fact comparable, suggesting that

the PLL-based clock recovery is more favorable in multiphase clock applications.

4.4 Summary

This chapter presented a dual-loop architecture that reduces the power and area overhead of

the per-pin multiphase clock generation and recovery circuits. The adaptive power-supply

regulator serves as the global frequency regulation loop. The adaptive supply minimizes the

power dissipation and reduces the area of the local PLLs and DLLs. The VCO frequency

is coarse-tuned by the global loop, which eases the frequency acquisition of the PLL.

The PLLs and DLLs exploit the adaptive supply as a global bias that adjusts loop pa-

rameters to achieve adaptive bandwidth. Adaptive bandwidth PLLs and DLLs maintain

optimal behaviors at all operating frequencies and process/temperature conditions. In case

of clock recovery, the design issues of the bangbang-controlled PLL and DLL are dis-

cussed. The complexity of the DLL in recovering multiphase clocks makes the PLL-based

clock recovery more favorable.
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Chapter 5

Design Trade-Offs in Adaptive-Supply

Serial Links

The adaptive-supply link presented in this dissertation provides a unique opportunity to ex-

plore the trade-offs among design parameters. For example, the efficient adaptive power-

supply regulator and the low-voltage transceivers enable trading excess bitrate for reduced

power. The parallelized transceivers and power- and area-efficient multiphase clock gener-

ators help achieve higher bitrate per pin, which can also be traded for lower power. How-

ever, high degrees of parallelism may degrade the signal quality due to mismatch between

parallel devices.

This chapter explores the trade-offs among bitrate, power dissipation, degree of par-

allelism, and signal quality. As introduced in Chapter 1, the figure-of-merit to compare

different designs is the energy-per-bitrate ratio. This metric measures the total energy for

the link to transfer one bit normalized to the bitrate. A lower energy-per-bitrate ratio indi-

cates a higher efficiency in terms of both speed and power.

First, the results from the experimental chip fabricated in 0.25µm CMOS technology

are presented. Then, we extrapolate the measured data to evaluate designs with different

degrees of parallelism and with different process technologies. The impacts of transistor

mismatch on each link component are also discussed. As the CMOS process advances

toward 0.05µm channel length, it is anticipated that transistor mismatch and limited channel

capacity will depreciate the benefits of parallelism and low-voltage operation.

91
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Figure 5.1: Die micrograph of the experimental adaptive-supply serial link chip

5.1 Experimental Chip Results

Figure 5.1 is the die micrograph of the adaptive-supply serial link test chip fabricated in

0.25-µm standard CMOS technology. This experimental chip contains two types of serial

link: a PLL-based link and a DLL-based link. The 5:1 multiplexing transmitter and 1:5

demultiplexing receiver achieve a bitrate that is five times higher than the clock frequency.

The chip also includes the adaptive power-supply regulator presented in Chapter 2 with

on-chip power transistors. The adaptive power-supply regulator determines the optimal

voltage level for the specified bitrate and supplies it to both types of serial links on the

chip. The inductor and the capacitor for the buck converter are external to the chip.

The first experimental chip used the variable capacitive loads to perform local fine fre-

quency tuning and successfully operated at 450Mb/s–3.5Gb/s over the regulated supply

range of 0.9–2.5V [81]. However, this performance was lower than anticipated due to the

VCO’s wire loads that were not duly accounted for. The cross-coupling connection inside
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Table 5.1: Adaptive-supply serial link chip characteristics

Technology 0.25µm nwell CMOS
Nominal supply voltage 2.5V
Threshold voltage 0.55V
Total die area 3.1×2.9mm2

Regulated supply range 0.9–2.5V
Clock frequency range 130–1000MHz
Bitrate range 0.65–5.0Gb/s
Total power per link 9.7–380mW
Bit error rate @ 5.0Gb/s < 10−15

Regulator efficiency 83–94%
Ripples on regulated supply< 20mV

the VCO adds a significant amount of capacitance at each output (80fF) and should not be

overlooked. The second chip adjusted for these wire loads and operated at the initially ex-

pected rates: 650Mb/s–5.0Gb/s [82]. In addition, the second chip implemented the supply

offset method for fine frequency tuning, which also helped reduce the VCO loads. Table 5.1

summarizes the characteristics of the revised chip.

Figure 5.2(a) plots the total power dissipation of each link versus the bitrate. The mea-

sured data include the power dissipated on the channel and it is assumed that the output

swing can scale proportionally with the supply voltage. This assumption holds if the dom-

inant noise for the link is from switching activity on the chip and the link’s signal swing is

sufficiently larger than the fixed offset components, e.g. receiver input-referred offset.

The power dissipation of transmitters, receivers, and clock buffers scale asV 2f because

the dominant portion of their power is due to switching capacitive nodes at a frequencyf

and at a voltage swing ofV . The power dissipated on the channel does not scale asV 2f

but has a relatively small portion, which is generally true for links with small swings and

high multiplexing rates.

The power of the voltage-controlled oscillators and delay-lines, on the other hand,

scales at a slower rate,V f , because they do not operate directly off of the buck-regulated

supply, but off of the cleaner supply generated from the linear regulators in order to keep

the clock jitter low. The linear regulator operates off of the fixed nominal supply, so its
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Figure 5.2: (a) Per-link power dissipation and output swing versus bitrate, (b) energy-per-
bitrate metric versus regulated supply

power scales only due to the load current scaling (I ∝ V f ).

Figure 5.3 plots the scaling trends of these two power components for comparison:

the power drawn from the regulated supply and the power drawn from the fixed nominal

supply. At a regulated supply of 2.5V, the power dissipation due to the linear regulators

accounts for only 9% of the total and the overall power scaling is closer to theV 2f trends,

as shown in Figure 5.2(a). However, as the supply voltage drops, theV f -scaling portion

increases to 18% in the PLL-based links and 22% in the DLL-based links. As a result, at

low voltage range, the total power scales less aggressively thanV 2f .

Figure 5.2(b) plots the energy-per-bitrate ratio at each operating point, the figure-of-

merit to assess the link’s efficiency in speed and power. For digital systems consisting of

velocity-saturated MOS transistors, the analogous energy-delay product is expected to have

its minimum at a supply voltage of2V th [20]. In the adaptive-supply links, the minimum

energy-per-bitrate ratio was found at a higher voltage of 1.7V, about3V th, because of the

portion of the power that does not scale asV 2f . However, the curve is fairly flat and the

energy-per-bitrate ratios close to the minimum can be achieved between 1.4V and 2.0V.

Note that the optimal point for power-per-bitrate, the other common metric, is at the lowest

possible supply and at the lowest possible bitrate, which is generally not the solution of
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Figure 5.3: Scaling trends of two power components: the power drawn (a) from the regu-
lated supply (V 2f ) and (b) from the fixed nominal supply (V f )

interest.

Fig. 5.4 shows the power dissipation of each component in the link operating at the

optimum supply of 1.7V. The power dissipation is still dominated by switching the on-chip

capacitive nodes, which justifies the use of adaptive power-supply regulation to keep the

dynamic switching power to its minimum.

5.2 Impacts of Transistor Mismatch on Design Trade-Offs

Parallelized architectures such as the multiplexing transmitter and demultiplexing receiver

allow achievement of bitrates that are much higher than the clock frequency. Parallelism

is especially beneficial for adaptive-supply links since it can generate higher performance

that can be turned into further power reduction. In other words, at a certain bitrate, a higher

degree of multiplexing lowers the required clock frequency and supply voltage, and the

reduction in frequency and voltage leads to large savings in power.

However, parallelized architectures demand good matching between the parallel, sup-

posedly identical components. Transistors that are laid out exactly the same may still have
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Figure 5.4: Breakdown of power dissipation of a PLL-based link operating at 1.7V

Figure 5.5: Transmitter eye diagram of the adaptive-supply serial link operating at 3.0Gbps:
the individual eyes at different phases and their folded, aggregate eye
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random offsets and achieving good matching becomes more difficult when there are more

transistors to be matched [83],[84]. Any mismatch between these parallel components may

effectively appear as noise and degrade the quality of the signal. For example, non-uniform

spacings between the clock phases can narrow the data eye and reduce the timing margin.

Similarly, offsets between the parallel branches of the multiplexing transceiver can reduce

the voltage margin. The measured transmitter eye in Figure 5.5 illustrates this reduction

in eye opening due to timing and voltage mismatches. The eyes at different phases have

slightly different openings and when they are folded into one, the aggregate eye has the

worst opening of all.

Low-voltage operation aggravates the effects of transistor mismatch. For example, the

same offsets in threshold voltage (Vth) and current factor (β) cause the larger mismatch

in drain currents when the gate-to-source voltage (VGS) is lower [85]. Since low voltage

operation means low gate overdrives in most cases, the degradation in signal integrity may

pose a limit on the power savings achievable by lowering the supply.

This section examines how transistor mismatch influences the design decisions for low-

power and high-speed links. The effects of transistor mismatch on clock phase offsets,

transmitter offsets, and receiver offsets are discussed and the overall impact on energy-per-

bitrate scaling is estimated. Some key challenges to low-voltage, parallel operation are then

identified.

5.2.1 Timing Margin Degradation due to Transistor Mismatch

The use of multiphase clocks can increase timing uncertainty due to the static offsets be-

tween different clock phases and the dynamic jitter on each phase. Figure 5.6 illustrates

the narrowed timing window due to static phase offsets and dynamic jitter.

Non-uniform phase spacings cause the data transition edges not to overlap at the exact

same time on the eye diagram. Peak-to-peak variation of each phase’s offset from its ideal

point determines the horizontal reduction of the data eye. This quantity can also be inter-

preted as the difference between the maximum and minimum integral nonlinearities (INL)

of the phase steps. This peak-to-peak difference generally increases with the number of

clock phases being used.
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Figure 5.6: Timing margin degradation due to static phase offsets

In addition, for a certain number of stages in the oscillator, tapping more phases leads

to less number of buffer delays making up the unit phase spacing. The spacing that consists

of less number of buffer delays has larger percentage variation in time, because the delay

increases linearly with the number of buffers but the variation in delay increases only with

its square-root.

The combined effects of the increased number of phases and increased variation in

the unit phase spacing make the degradation in timing margin vary approximately linear

with the multiplexing rate M, as plotted in Figure 5.7(a). The plot is for the VCO used

in the 0.25-µm experimental chip and the mismatch parameters ofAV th = 9.0mV·µm

andAβ = 2.5%·µm are assumed [85]. The VCO runs at the on-chip clock period of 8

fanout-of-4 (FO4) inverter delays, which is about 1GHz at the nominal 2.5V in 0.25µm

technology. Multiplexing rates of 7, 9, and those above 10 are omitted in the analysis

because they require more than 6 stages in the VCO and thus require the VCO buffers with

fanouts less than 2, which are impractical in terms of power and area.

On the other hand, dynamic jitter on the clock also increases the timing uncertainty

of the link. The clock jitter depends primarily on the loop bandwidth of the PLL and the

bandwidth of the noise rejection loop, and does not depend strongly on the number of clock

phases being used. At a given clock frequency, the bit time varies inverse-linearly with the

multiplexing rateM but the jitter on each clock phase remains relatively unchanged. As a

result, the jitter per unit interval (UI) increases linearly withM . Figure 5.7(a) also plots the
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Figure 5.7: Timing margin degradation due to transistor mismatch and clock jitter

degradation in timing margin due to dynamic jitter. Here it is assumed that the PLL output

clock has a peak-to-peak absolute jitter of 2% of the clock period.

Figure 5.7(b) shows the dependency of timing margin degradation on the multiplexing

rateM as well as on the bitrate (= M · f ). The static phase offsets become worse at

lower voltage and at lower clock frequencyf , but the dynamic jitter does not necessarily

increase in terms of percentage of the cycle time. However, static offsets can be reduced by

upsizing the buffers of the VCO since matching improves with the square-root of the gate

area. Thus, the jitter sets a harder bound on the timing accuracy than the static offsets and

makes the use ofM above 6 impractical. It should be noted that the timing uncertainties

of both the transmitter PLL clocks and the receiver PLL clocks must be considered when

estimating the overall timing margin of the link.

5.2.2 Voltage Margin Degradation due to Transistor Mismatch

Mismatch among the parallel transmitters and receivers can degrade the signal’s voltage

margins. The voltage margin will be limited by the transmitter branch with the smallest

swing and by the receiver branch with the largest offset. Moreover, parallelized architec-

tures increase the capacitive loading at their merging points, i.e. at both terminals of the

channel. This increased loading can attenuate the signal’s amplitude at high frequencies
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Figure 5.8: Signal attenuation due to the increased loading of transmitters and receivers

and narrow the eye opening.

Figure 5.8 illustrates how capacitive loading can limit the maximum frequency of the

signal which travels into and out of the channel. The signalling rate is limited by the

RC time constant, where R is the channel impedance and C is the total capacitance at the

terminal [37],[10]. Simply downsizing the transmitter and receiver to keep the loading

small would aggravate the mismatch issues and make it difficult to achieve higher bitrates

by using more parallelism or more advanced process.

Figure 5.9(a) plots the percentage reduction of the transmitter eye. In this case, the

size of each transmitter branch is fixed so that the transmitter has a constant swing at each

supply voltage. AsM increases, the total output loading increases proportionally, and the

transmitter eye is reduced by the increased RC time constant as well as by the increased

probability of mismatch. For a givenM , the eye opening is generally worse at lower

bitrates becauseV th-mismatch causes larger offsets at lower supplies. However, for large

values ofM , the transmitter eye degrades also at high bitrates as the bitrate exceeds the

limit imposed by the output loading.

Figure 5.9(b) plots the input receiver offset versus bitrate andM . For each bitrate and

M , the receiver is sized as large as possible while meeting the constraint ofRC < 0.25·bit

time. A fixed capacitance of 0.5pF is assumed at the receiver input to account for the

loading of electrostatic discharge (ESD) protection circuits, pin and pad parasitics, etc.
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Figure 5.9: Voltage margin degradation due to transistor mismatch and increased loading:
(a) transmitter eye reduction for a fixed-sized transmitter branch, (b) minimum receiver
offset constrained by the total capacitive loading at its input

The plot illustrates that the receiver offsets are significantly increased atM above 6, due to

the small receiver size constrained by the input capacitive loading.

5.2.3 Impacts of Transistor Mismatch on Energy-per-Bitrate Scaling

Figure 5.10 plots the scaling trend of the energy-per-bitrate metric for various multiplexing

rates and for two different process technologies: 0.25µm and 0.05µm. The power dissi-

pation of each design point is extrapolated from the experimental chip results and scaled

properly to meet the specification of 15% timing and 10% voltage margin degradation.

Although the degradation of signal quality due to transistor mismatch can be recovered

by upsizing the devices, it comes at a price of increased power and area. Ideal equaliza-

tion is assumed to set the analysis apart from the timing and voltage degradation due to

intersymbol interference (ISI).

Figure 5.10 suggests that device mismatches shift the optimal supply for the lowest

energy-per-bitrate to a higher voltage as a higher multiplexing rateM is used. It is because

poor matching at low voltages depreciates the power savings. In a 0.05µm process, the

transistor matching becomes so poor that the energy-per-bitrate ratio favors the highest

supply at all ranges ofM .
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Figure 5.10: Energy-per-bitrate metric versus the multiplexing rateM and the bitrate: (a)
in 0.25µm technology, (b) in 0.05µm technology

The increased effects of transistor mismatch with a higherM limits the power savings

achievable by using a more parallel architecture. In a 0.25µm process, the optimalM is

about 4 or 5 depending on the bitrate, but in a 0.05µm process, the optimalM decreases

down to 3 or 4.

The energy-per-bitrate scaling in Figure 5.10 suggests that adjusting the device size

only is not an effective way of addressing the mismatch issues and may significantly reduce

the power saving benefits of the low-voltage, parallel operation. The next section lists some

examples of more effective ways to alleviate the mismatch problems.

5.3 Related Works

Methods of reducing the static phase offsets of the clocks have already been proposed in

literature. Offset cancellation can be done either statically during the calibration period

[75] or dynamically using continuous adjustment [55]. However, reducing the overhead of

the circuits that monitor the offset and adjust the phase spacings still remains a challenge.

Some voltage offset-cancellation techniques in state-of-the-art A/D and D/A converters

may have the potential of being applied in the time domain.

The issues of the mismatch between the parallel branches of the transmitter and the
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bandwidth limitations imposed by the increased loading have also been addressed. Equal-

ization [86] is now a common technique for links to overcome limited bandwidth due to

parasitic loading as well as that of the channel itself. Recognizing the difference among

the transmitter branches, the framework of applying different equalization coefficients and

different amplitudes for each branch has been developed [87]. Moving the multiplexing

point to an on-chip node is also an effective way of reducing the transmitter output loading

[48].

Canceling receiver input offsets is a topic extensively studied in A/D converters. The

high-frequency but low-resolution requirement of high-speed links favors the flash archi-

tectures with trimmable offsets [88],[48]. The ability to compensate the offsets allows the

use of smaller-sized devices which significantly reduce the loading at the receiver input.

5.4 Summary

The experimental adaptive-supply serial link chip has proved that low-voltage, parallel op-

eration of the link can greatly reduce power dissipation. At its optimal point, the adaptive-

supply link achieved a bitrate of 3.1 Gbps with only 113mW of power. However, the

low-voltage, parallel operation may become less viable as the effects of device mismatch

deteriorate at lower voltage and with higher degree of parallelism. Fortunately, a number

of options are available to preserve its effectiveness.
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Chapter 6

Conclusions

The proposed adaptive-supply serial link has demonstrated that adaptive power-supply reg-

ulation and the use of parallelism are effective in reducing the power dissipation and in-

creasing the performance of the link. Low power dissipation as well as high bitrate is

critical to enabling the large-scale integration of the links and meeting the communication

bandwidth requirement of the IC chip.

To maximize power savings, the delay of the on-chip circuit must be continuously mon-

itored and the supply voltage must be regulated to the minimum required via a feedback

control loop. Chapter 2 presented a digital sliding controller to stabilize such a feedback

regulation loop that employs a buck converter for efficient voltage conversion. This sliding

controller can operate at the variable supply and frequency so that its power scales pro-

portionally with the load power. The fabricated test chip demonstrated a power efficiency

of 89-95% while delivering 23-155mA of load current. Although analog sliding control is

widely used in switching supplies for its fast transient and robust stability, an alternative

form of the sliding control law is necessary to utilize the more accurate, noise-free estimate

of the derivative function.

The adaptive power-supply regulator is essentially a frequency regulation loop that dy-

namically controls the on-chip circuit performance and therefore the predictability and

scalability of the circuit speed can be exploited throughout the link circuit design. For

example, the reference circuit for the adaptive power-supply regulator is an inverter-based

VCO, which was replicated in the local PLLs so that their frequencies can be coarse-tuned
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to the reference frequency by the adaptive supply. This relatively small initial frequency

error allowed the PLL to trade VCO tuning range for smaller loop filter area and simpler

frequency acquisition aids. In addition, the adaptive supply which tracks the operating

frequency served as a bias voltage that adjusts the current of the charge pump and the pro-

portional gain of the PLL to scale its loop bandwidth proportionally with the frequency.

Similarly, the bandwidth of the delay interpolator and slew rate of the transmitter are also

scaled simply by using inverters operating off of the adaptive supply. As a side benefit,

many analog circuits with feedback biasing loops were replaced with inverter-based cir-

cuits operating off of the adaptive supply. Not only the circuits are simplified, but also

their power becomes more likely to scale asV 2f , justifying the application of adaptive

power-supply regulation in the first place. Note that the dynamic voltage scaling schemes

with a few preset voltage levels [23] cannot fully benefit from this predictable and scalable

circuit performance because the die-to-die and wafer-to-wafer variabilities still need to be

accounted.

There still remain some analog circuits in the link that require more voltage headroom

than the digital circuits and Chapter 3 presented circuit techniques to extend the minimum

supply limits of the parallelized transmitters and receivers. For example, in the transmitter,

the predriver performed level-shifting to mitigate the issues stemming from the threshold

voltage of the driver. In the receiver, the integrating front-end avoided using sample-and-

hold MOS switches which require large voltage headroom. The comparator used subthresh-

old charge-steering to accommodate low input common-modes while operating at low sup-

plies. Among these techniques, the level-shifting predriver incurred the most power and

area overhead. These overheads could have been avoided if a zero-V th device was sup-

ported or if an nMOS driver was used and the lower supplyV ss was adjusted instead of

V dd. Since a large portion of the additional power was dissipated in switching the capaci-

tor that generates a shifted voltage, using an explicit supply can be another alternative. The

necessity of low-voltage operation driven by the continued scaling ofV dd relative toV th

will eventually force link designers to face these challenges even if their links operate at

the nominal supply.

The per-pin timing circuits also utilized the adaptive power-supply regulator to reduce

the power and area overheads of locally generating multiphase clocks for the multiplexing
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transmitter and receiver. A local timing circuit dedicated to each pin is necessary to re-

cover the clock from a different source and to minimize the static phase offsets and clock

jitter by keeping the clock distribution path short. Chapter 4 presented a dual-loop archi-

tecture that uses the adaptive power-supply regulator as the global frequency regulation

loop. As mentioned above, the narrowed range of expected VCO frequency helped re-

duce the PLL area and simplified frequency acquisition. The adaptive supply serves as a

global bias that optimally scales the loop dynamics with the operating frequency as well

as minimizing the power. Although similar techniques have been previously demonstrated

[59],[89], the global loop incurs little overhead for the adaptive-supply link because the

adaptive power-supply regulator is reused. Chapter 4 also discussed the design issues of

bangbang-controlled clock recovery and compared the implementations of the PLL-based

and DLL-based clock recovery. It is found that the ease of adjusting multiphase clock

timings makes the PLL-based clock recovery preferable to the DLL counterpart.

Mismatch between parallel circuits will limit further exploitation of low-voltage, paral-

lel operation to achieve even lower energy-per-bitrate ratios. Unless these mismatches are

properly compensated, the timing margin degradation due to static phase offsets and jitter,

and the voltage margin degradation due to non-uniform transmitter output swing and re-

ceiver offsets will shift the optimal energy-per-bitrate point toward higher voltage and less

parallel design. The analysis in Chapter 5 projected that the optimal multiplexing rate will

decrease from 4-5 in a 0.25µm process to 3-4 in a 0.05µ process if only sizes are adjusted to

reduce the mismatch. Fortunately, there are abundant possibilities to reduce mismatch both

in time and voltage domains, keeping the approaches of adaptive-supply links promising.
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Appendix A

Steady-State Analysis of Sliding Control

Here the equations Eq(2.1) for the voltage ripple∆Vpp and the switching frequencyfsw are

derived via the phase-portrait analysis. Figure A.1 shows the phase portrait of the sliding

controller when the feedback loop is in lock. Hysteresis in the comparator results in two

decision boundaries shifted by+∆ and−∆ for u = V dd andu = 0, respectively. Between

these two lines the feedback loop forms a limit cycle. The larger the hysteresis, the longer

the limit cycle. Once the limit cycle is formed, the voltage ripple∆Vpp corresponds to the

peak-to-peak variation inV and the buck converter’s switching period1/fsw corresponds

to the time period of the limit cycle. Therefore,∆Vpp andfsw are both functions of the

hysteresis parameter∆.

First, let’s derive the equation of the buck converter dynamics which determines the

phase-portraits in Figure A.1. In the linear network model of the buck converter shown in

Figure A.2,L andC are the inductance and the capacitance of the resonant filter, respec-

tively, Ro is the effective series resistance of the switch transistor, andRL is the average

load resistance. From the Kirchhoff’s Current Law, the current flowing through the induc-

tor, I, is expressed as:

I = C
dV

dt
+

V

RL

. (A.1)

And from the Kirchhoff’s Voltage Law, the potential difference betweenu andV is:

u− V = I ·Ro + L
dI

dt
. (A.2)
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Figure A.1: Phase portraits of the steady-state limit-cycle

It is desirable for the voltage regulator to have small disturbance on its outputV and

high efficiency in supplying the voltage. A well-designed buck regulator achieves over

90% efficiency and has voltage ripple less than 5%. For high efficiencies, the energy loss

due to the series resistanceRo is minimized and therefore we can ignore the termRo for

this analysis. Since the voltage ripple is small, we can assume that the voltageV is fairly

constant atVref .

With these assumptions, the equations Eq(A.1) and Eq(A.2) can be approximated as:

I ∼= C dV
dt

+
Vref

RL
,

u− V ∼= LdI
dt

= LC d2V
dt2

= 1
ω2

n
· d2V

dt2
,

(A.3)

whereωn is the resonant frequency of the buck converter, defined as1/
√

LC. The final

expression
1

ω2
n

· d
2V

dt2
= u− V (A.4)

is the dynamic equation of the buck converter.
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Figure A.2: Linearized model of the buck converter

From this equation, one can derive the geometric relationship between the two state

variablesV anddV/dt and find the equations for the phase-portrait curves shown in Fig-

ure A.1. Substitutingd
2V
dt2

with d
dV

(dV
dt

) · dV
dt

and integrating both sides of Eq(A.4) results in

the equation of an ellipse, expressed as:

1

ω2
n

(
dV

dt

)2

+ (u− V )2 = C, (A.5)

where C is a constant determined by the initial condition. Applying the boundary condi-

tionsdV/dt + (V − Vref )/τ = +∆ anddV/dt + (V − Vref )/τ = −∆ gives the steady-

state phase-portrait as a set of two partial ellipses that meet at the points A(Vref , +∆) and

C(Vref ,−∆):

1
ω2

n

(
dV
dt

)2
+ V 2 =

(
∆
ωn

)2
+ V 2

ref whenu = 0 (V ≥ Vref ),
1

ω2
n

(
dV
dt

)2
+ (V dd− V )2 =

(
∆
ωn

)2
+ (V dd− Vref )

2 whenu = V dd (V ≤ Vref ).
(A.6)

Here it is assumed thatVref is not very close to either rail of the supplies,V dd or 0. If

Vref is close to one of the supplies,u will seldom switch to the other supply. This is not an

interesting case anyway since there is no point in converting one supply voltage to another

with the same value.

From Eq(A.6), the peak-to-peak voltage ripple∆Vpp can be found. The distance on the

V -axis between the two points withdV/dt = 0 is:

∆Vpp = Vmax − Vmin =

√√√√(∆

ωn

)2

+ V 2
ref +

√√√√(∆

ωn

)2

+ (V dd− Vref )2 − V dd. (A.7)
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This equation indicates that∆Vpp is minimum atVref = V dd/2 and increases asVref

gets closer to eitherV dd or 0. As Vref approachesV dd or 0, the voltage ripple∆Vpp

reaches the upperbound of approximately∆/ωn if ∆/ωn � V dd. As the term∆/ωn

appears frequently, we will define a new parameterVH ≡ ∆/ωn. VH is the normalized

hysteresis parameter∆ with respect to the resonant frequencyωn. VH has the dimension of

voltage and is equal to the worst-case voltage ripple of the buck regulator with the design

parameters ofωn and∆.

If Vref is sufficiently far from either supply rails, or quantitatively,VH � Vref �
V dd− VH , then Eq(A.7) can be approximated in a simpler form:

∆Vpp
∼=

V 2
H

2
· V dd

Vref · (V dd− Vref )
. (A.8)

using the formula
√

1 + x ∼= 1 + 1
2
x for x � 1.

The peak-to-peak current ripple∆Ipp can be derived directly from the phase-portrait

in Figure A.1. Recall that the phase portrait is a set of two partial ellipses that meet at

A(Vref , +∆) and C(Vref ,−∆). The peak-to-peak variation ofdV/dt is therefore2∆ and

sinceI ∼= C dV
dt

+
Vref

RL
, the current ripple∆Ipp is simply:

∆Ipp = 2C∆. (A.9)

Finally, the switching frequencyfsw is calculated from the time that the system state

makes one round-trip along the limit cycle in Figure A.1. The elapsed time whileu = 0,

from the point A to C through B, is:

Tu=0 =
∫
A→B→C

(
dI
dt

)−1
· dI

=
∫
A→B→C

(
C d2V

dt2

)−1
· dI

∼=
∫
A→B→C

(
−Vref

L

)−1
· dI

=
(
− L

Vref

)
· (−2C∆)

= 2∆
ω2

n
· 1

Vref
.

(A.10)
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Similarly, the elapsed time whileu = V dd, from the point C to A through D, is:

Tu=V dd =
∫
C→D→A

(
dI
dt

)−1
· dI

= 2∆
ω2

n
· 1

V dd−Vref
.

(A.11)

Then the expression for the switching frequencyfsw is:

fsw = 1
Tu=0+Tu=V dd

∼= 1
2∆

ω2
n
· 1
Vref

+ 2∆

ω2
n
· 1
V dd−Vref

= ω2
n

2∆
· Vref ·(V dd−Vref )

V dd

= ωn

2VH
· Vref ·(V dd−Vref )

V dd
.

(A.12)

Contrary to the voltage ripple case, the switching frequency is the highest atV dd/2 and

decreases asVref approaches to the supply rails, eitherV dd or 0. It is interesting to note

that there is a simple relationship between the switching frequency and the voltage ripple

derived from Eq(A.8) and Eq(A.12):

fsw ·∆Vpp
∼=

∆

4
. (A.13)
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Appendix B

CMOS Adaptive-Bandwidth PLL/DLL

Adaptive-bandwidth phase-locked loops (PLL) or delay-locked loops (DLL) refer to a class

of PLLs and DLLs that scale their loop dynamics proportionally with the reference fre-

quency [61],[62]. For example, in a linear PLL [78], an adaptive-bandwidth PLL main-

tains a constant ratio between the loop bandwidth and the reference frequency and keeps

the damping factor constant regardless of process, temperature, and voltage variations.

An adaptive bandwidth helps sustain the optimal performance of the PLL or DLL over

all operating range and against process, temperature, and voltage variations. A phase-

locked loop is inherently a sampled-data system and the loop bandwidth must be at least a

decade below the reference frequency in order to avoid instability due to the sampling delay.

For a PLL with a fixed bandwidth, its bandwidth must be set to a decade below the lowest

possible operating frequency. Moreover, considering the variations in process, temperature,

and voltage, one must spare enough margin to ensure stability at all operating points. As

a result, the PLL achieves the desired performance only at one particular operating point,

and at all other points, the PLL is suboptimal. On the other hand, the PLL that adapts its

bandwidth for different operating points guarantees the optimal performance at all cases.

This appendix starts with a general model of the adaptive-bandwidth PLL/DLL and

reviews its CMOS implementations published in literature. As CMOS process advances,

however, the implementations of adaptive bandwidth will face some limitations in scaling

the bandwidth properly. The key requirement for the adaptive bandwidth PLL/DLL will be

discussed to help identify those design challenges.
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Figure B.1: A general PLL model

B.1 A General Model of the Adaptive-Bandwidth PLL/DLL

Figure B.1 shows an abstract view of a typical second-order PLL. A PLL is a feedback

system that tries to match the phaseφout and the frequencyωout of the voltage-controlled

oscillator (VCO) to those of the reference clock,φref andωref , respectively. In case of

frequency multiplication, the outputsφout andωout are some fraction (1/N ) of the VCO’s

direct phaseφvco and frequencyωvco. Consideringφout andωout instead ofφvco andωvco

avoids the explicit notation of the multiplication factorN and thus keeps the analysis sim-

pler.

A phase/frequency detector (PFD) detects the differenceφerr between the two phases,

φref andφout. Most phase detectors do this by comparing the positions of the clock edges,

either rising or falling, but not both. Therefore, the comparison can be performed only once

every cycle and the feedback loop is essentially a discrete-time system that acts upon the

phase errorφerr sampled at the frequency ofωref .

Once the phase error is detected, a loop filter (LF) makes an appropriate action to reduce

the error. In a conventional second-order PLL [78], the loop filter implements an integral

control (a pole placed at DC) to suppress the gain-dependent static phase offset and adds a

proportional control (a zero on the left-halfplane) to stabilize the resulting loop which has

two poles. The sum of these control gains adjust the frequency of the VCO and align the

phase.

An alternative but equivalent view of the loop filter is that it updates the phase and the

frequency of the VCO by some amount,∆φ and∆ω, respectively, every reference cycle

period. The integral control can be viewed as the adjustment on the VCO frequency and

the proportional control as the adjustment on the phase. The integrating functions provided
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by the LF and the VCO imply that these changes∆φ and∆ω accrue on the phase and the

frequency of the previous cycle, respectively. This way of interpreting the controls in PLLs

provides some new insights in understanding the requirements for the adaptive-bandwidth

PLLs as will be seen later.1

Given the model in Figure B.1, the adaptive-bandwidth criteria of the constant

bandwidth-to-frequency ratioωn/ωref and the constant damping factorζ can be expressed

as the constant gain factors,Cφ andCω, in the equations below:

∆φ = Cφ · φerr

∆ω/ωref = Cω · φerr

(B.1)

Upon the detection of the errorφerr, an adaptive-bandwidth PLL must adjust its output

phase by an amount that is proportional toφerr and its output frequency by an amount that

is proportional toωref ·φerr. This new criteria can be generally applied to any types of PLL,

digital or analog, and has more direct implications for implementation than the parameters

ωn andζ.

The relationship between the constantsCφ andCω with the conventional parametersωn

andζ are:
Cφ = 4π · ζ · ωn

ωref
,

Cω = 2π ·
(

ωn

ωref

)2
.

(B.2)

These relationships verify that the constant bandwidth-to-frequency and the constant damp-

ing factor requirements are indeed equivalent to the constantCφ andCω. Cφ of 1.0 andCω

of 0.05 corresponds toωn/ωref of 0.089 andζ of 0.89.

Similarly, for the DLL model shown in Figure B.2, the requirement for the constant

bandwidth-to-frequency ratioωn/ωref can be expressed in terms of the change in delay

∆D of each comparison cycle:

∆D = CD ·Derr, (B.3)

whereCD is 2π ωn

ωref
. At each reference cycle, the output delay is adjusted by∆D which is

1This discrete-time PLL model concerns only with the aggregate control gains over a full comparison
cycle period and cannot predict the effects that are due to the different transients within the period, for
example, frequency sidebands [90]. Analysis of those effects would require a model which could be nonlinear
or time-varying [91].
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Figure B.2: A general DLL model

proportional only to the errorDerr. CD of 0.5 corresponds toωn/ωref of 0.08.

B.2 CMOS Implementations

B.2.1 Charge-Pump PLL/DLL

Currently the most popular loop filter being used in PLLs is a charge pump followed by

a passive RC filter, as shown in Figure B.3 [92]. The phase-frequency detector generates

pulses whose widths are proportional to the phase error and the charge pump dumps either

positive or negative charge onto a capacitor (C) for the duration of those pulses. While

inactive, the charge pump has infinite output impedance, which allows a robust realization

of pure integration (the pole located at DC). Therefore, the loop gain at DC is ideally

infinite and the gain-related static offsets are eliminated2. The resistance (R) in series with

the capacitor implements the proportional control (the zero). During the charge transfer,

the transient current develops a voltage across the resistor whose aggregate effect over a

full period is proportional to the present phase error.

By applying Eq(B.1), we can find the adaptive-bandwidth criteria for a charge-pump

PLL:
Icp ·R ·KV CO/N = Cφ · ωref

Icp/C ·KV CO/N = Cω · ω2
ref

(B.4)

whereIcp is the charge-pump current (A),R is the loop filter resistance (Ω), C is the loop

2The main causes of the remaining static offsets in charge-pump PLLs are the mismatch between the up
and down currents of the charge pump, the mismatch within the phase-frequency detector, and the mismatch
between the reference clock path and the feedback clock path.



B.2. CMOS IMPLEMENTATIONS 119

Figure B.3: A charge-pump PLL

filter capacitance (F) ,KV CO is the VCO gain (rad/s/V), andN is the dividing ratio of the

clock divider.

If the capacitanceC is fixed, the second criteria in Eq(B.4) implies that the charge-pump

currentIcp must scale as below:

1
Icp

∝ 1
ω2

ref
· KV CO

N

= 1
ω2

ref
· 1

N
∂ωvco

∂VCTRL

= 1
ω2

out
· ∂ωout

∂VCTRL

= − ∂
∂VCTRL

( 1
ωout

)

∝ − ∂Tout

∂VCTRL
,

(B.5)

whereTout is the output clock period which is equal to the reference clock period when

locked. And the filter resistanceR must scale as:

R ∝ 1

ωref

∝ Tref . (B.6)

Eq(B.5) and Eq(B.6) are therefore the key criteria for a charge-pump PLL to have adaptive

bandwidth.
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Similarly, in a charge-pump DLL case, the criteria in Eq(B.3) translates to:

Icp/C ·KV CDL = CD, (B.7)

whereKV CDL is the voltage-controlled delay line (VCDL) gain defined as−∂Dout/∂VCTRL
3.

Assuming that the loop capacitanceC is at a fixed value, we get a similar criteria to Eq(B.5)

for keepingCD constant:
1

Icp

∝ − ∂Dout

∂VCTRL

. (B.8)

The following subsections will then visit two CMOS PLL designs that satisfy these

conditions. Both designs rely on the scaling of the VCO gain and the charge pump current

with the control voltageVCTRL. Eq(B.5) and Eq(B.6) will help understand why these

designs work and what can be a challenge as we stretch these designs to future CMOS

processes. Since the criteria for the adaptive-bandwidth DLL are almost identical to those

for the adaptive-bandwidth PLL, the same design principles can be applied to the DLL

cases as well.

B.2.2 Self-Biased PLLs with Symmetric-Load Buffers

Shown in Figure B.4 is the voltage-controlled oscillator circuit used in the self-biased PLL

proposed in [61]. Each buffer is a differential stage with a so-called symmetric load, which

is a parallel combination of the diode-connected pMOS device and a near-triode pMOS

device. The I-V characteristic of the symmetric load is fairly linear, which provides good

rejection of the dynamic supply noise. A replica-feedback biasing circuit dynamically

controls the voltage swing and the bias current of the oscillator, against low-frequency

supply variation and process/temperature variation. The feedback amplifier adjusts the

bias currentIBIAS so that the voltage swingVSWING matches the control voltageVCTRL.

The half-buffer replicas in the bias generator basically translateIBIAS to VSWING through

the diode-connected pMOS devices. The voltagesVCTRL andVSWING are referenced to

the higher supply rail in Figure B.4.

3The negative sign is from the assumption that the delayDout decreases asVCTRL increases, being
consistent with the VCO case where the frequencyωout increases asVCTRL increases.
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Figure B.4: The voltage-controlled oscillator of the self-biased PLL. Also shown are the
differential buffer stage with the symmetric load and the replica-feedback biasing circuit

The self-biased PLL makes use of the fact that the cycle period of this ring oscillator,

Tvco, can be expressed as:

Tvco
∼= Cb

VSWING

IBIAS

= Cb
VCTRL

IBIAS

, (B.9)

whereCb is the effective load capacitance seen by the buffer stages in the ring. To scale

the bandwidth of this PLL with the reference frequency, the charge-pump currentIcp must

satisfy the condition in Eq(B.5). Combining Eq(B.5) and Eq(B.9) yield the expression for

Icp:
1

Icp
∝ − ∂Tout

∂VCTRL

= −N ∂Tvco

∂VCTRL
= −N ∂

∂VCTRL

(
Cb

VCTRL

IBIAS

)
∝ N

IBIAS

(
∂IBIAS/IBIAS

∂VCTRL/VCTRL
− 1

)
.

(B.10)

If the relative transconductance∂IBIAS/IBIAS

∂VCTRL/VCTRL
can be assumed constant, then the charge-

pump currentIcp for adaptive bandwidth is simply:

Icp ∝
IBIAS

N
. (B.11)

The self-biased PLL in [61] scales the charge-pump currentIcp proportionally with the

VCO bias currentIBIAS by using a charge pump of which circuits are almost identical to
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Figure B.5: The case of the self-biased PLL with symmetric-load buffers: (a)IBIAS versus
VCTRL, (b) ωn/ωref versusVCTRL

the differential buffer stage and applying the same bias voltageVBIAS to set its current. By

varying the device sizes of the charge pump, one can adjust the ratio betweenIcp andIBIAS

and thus the bandwidth-to-frequency ratio,ωn/ωref .

Although the relative transconductance is fairly constant at high values ofVCTRL, it

increases asVCTRL drops near to the threshold voltage of the pMOS transistor,Vth,p. Fig-

ure B.5 plots the bias currentIBIAS versusVCTRL and the resulting bandwidth-to-frequency

ratio ωn/ωref for the self-biased PLL simulated in 0.25-µm CMOS technology with the

nominal threshold voltageVth of 0.55V. For low values ofVCTRL, the relative transcon-

ductance grows high and the charge-pump currentIcp scaling simply asIBIAS/N is larger

than the desired value from Eq(B.10). As a result, the bandwidth becomes higher than it is

desired at lowVCTRL’s. On the other hand, forVCTRL’s above 1.5V, the transistors fall out

of the saturation region and the circuits do not operate as intended. As the CMOS process

scales and as the nominalV dd decreases more rapidly thanVth does, the validVCTRL-range

will become narrower and pose a challenge to PLL designers.
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Figure B.6: The inverter-based VCO and its biasing circuit for the regulated-supply PLL

B.2.3 Regulated-Supply PLL/DLLs with CMOS Inverter Stages

The regulated-supply PLL described in [62] operates in similar principles to the self-biased

PLL. Figure B.6 illustrates the voltage-controlled oscillator of the regulated-supply PLL

and its supporting bias generator. The VCO is made of CMOS inverters and the bias gen-

erator is basically a linear voltage regulator that controls the VCO supply to adjust the

frequency while suppressing unwanted noise on the VCO supply. Similar to the self-biased

PLL case, the control voltageVCTRL sets the desired voltage swing of the oscillator and the

bias generator adjusts the bias currentIBIAS so that the voltage swingVSWING matches to

VCTRL. Then the same equation Eq(B.9) also holds for this inverter-based VCO and the

adaptive bandwidth can be achieved by scaling the charge-pump currentIcp proportionally

with IBIAS. Note that in the regulated-supply PLL in Figure B.6, the voltagesVCTRL and

VSWING are referenced to ground.

Figure B.7 plotsIBIAS versusVCTRL and the normalized bandwidthωn/ωref of the

regulated-supply PLL simulated in 0.25-µm CMOS process whenIcp scales proportionally

with IBIAS. The normalized bandwidth is fairly constant at highVCTRL region, but it

gradually increases asVCTRL drops for the same reasons as in the self-biased PLL. The

charge-pump currentIcp scaling asIBIAS/N becomes higher than desired when the relative

transconductance increases at low values ofVCTRL. To mitigate this problem, the designers

of the regulated-supply PLLs have varied the channel length of the charge pump’s current
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Figure B.7: The case of the regulated-supply PLL: (a)IBIAS versusVCTRL, (b) ωn/ωref

versusVCTRL

source devices to find the I-V characteristics that can compensate the difference.4

4This section discussed how to scaleIcp for adaptive bandwidth, however it did not cover how to scale the
loop resistanceR as1/ωref . An elegant way of doing this is to use the proportional control pulse of which
amplitude is proportional toIcp and the phase error and of which duration is proportional to the reference
clock period. Maneatis et al. [93] describes this type of loop filter in the context of the self-biased PLLs.



Appendix C

Bangbang PLL Design for Clock

Recovery

This appendix presents detailed analysis on bangbang-controlled phase-locked loops (PLLs).

As mentioned in Chapter 4, a replica receiver is an ideal phase detector for zero timing off-

sets, but its binary outputs result in a bangbang-controlled, inherently-nonlinear feedback

loop. Although its overall loop behavior is still very similar to that of the linear counterpart,

a nonlinear PLL has unique properties that cannot be explained by linear control theory. For

example, the locked state of a bangbang PLL is a limit cycle, as opposed to a single state.

The tracking bandwidth of the bangbang PLL varies depending on the amplitude of the

stimulus, while that of the linear PLL does not.

Figure C.1 shows an analytical model of a second-order bangbang PLL. The phase

detector monitors the phase error,φerr = φref − φout, but detects only its polarity (+1 or

-1). The phase detector output is updated every reference clock cycle,tupdate = 2π/ωref .1

Then this phase detector outputu controls the output frequencyωout and output phaseφout

through two paths: the proportional path and the integral path. The proportional path sets

the frequencyωp to either+ωbb or−ωbb based on the current value ofu only. The integral

path, on the other hand, sets the frequencyωi to the time-integral of the past values ofu

1In fact, it is more common that the phase detector updates every VCO cycle, but the non-uniform sam-
pling interval makes the analysis very difficult. Fortunately, the effects due to this non-uniform sampling are
usually secondary.
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Figure C.1: Analytical model of a second-order bangbang PLL

scaled byωbb/τ . The output frequencyωout is then the sum of two frequencies,ωp andωi,

and the time-integral ofωout becomes the output phaseφout.

For each phase error detected, the proportional path makes a phase step ofωbb · tupdate

and the integral path makes a frequency step ofωbb/τ · tupdate, either up or down. In

this sense, the proportional path of the PLL is also called the phase-tracking loop and the

integral path is called the frequency-tracking loop [76].

In most PLLs, there is a time delay between when the PLL detects the error and when

it reacts to it. Possible causes are the delay of the phase detector and the delay of the clock

buffers. The transfer functione−tds in Figure C.1 models this loop delay oftd seconds.

This appendix first analyzes the locked behavior of the bangbang PLL. Next, it dis-

cusses the amplitude-dependent tracking behavior of the PLL, followed by its out-of-lock

behavior. Finally, in the case of a multiphase system, different approaches to handle mul-

tiple phase detector outputs are compared. Throughout the appendix, the effects of loop

delay are extensively analyzed.

C.1 Locked Behavior of a Bangbang PLL

Unlike a linear PLL, the locked state of a bangbang PLL is a limit cycle. The phase and

frequency of the VCO dither near the lock point instead of fully converging to a single

state. In a strict sense, it means that a bangbang PLL is never stable. Therefore, here we
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Figure C.2: An equivalent model of a second-order bangbang PLL

use a looser definition of stability, which implies the existence of a bounded limit cycle that

the PLL converges to. Besides the existence, the phase-trajectory of the limit cycle is of

concern because it determines the amount of clock jitter due to bangbang dithering. This

section derives the condition for stability and the expression for the dithering jitter, with

the aid of phase-portrait analysis introduced in Chapter 2.

Upon the detection of the phase errorφerr in Figure C.1, both the phase-tracking loop

and the frequency-tracking loop respond to it and update the output phaseφout. Therefore,

in a locked state, each loop has its own contribution to the total dithering jitter. Our goal

is to separate those individual contributions using phase-portrait analysis. Unfortunately,

the model shown in Figure C.1 is difficult for hand analysis because the transfer function

betweenu and the output variableφout is rather cumbersome (two poles and one zero).

The equivalent model shown in Figure C.2 is easier for performing hand analysis and

separating the two contributions. The output variable is changed to the VCO output phase

solely due to the integral control,φi(s) = ωi(s)/s, and thus the transfer function between

u and the outputφi is simpler with only two poles at DC. The functions1
1+τs

and1 + τs

are inserted before the phase detector to keep equivalence with the previous model. The

resulting model is in fact in the form of sliding control introduced in Chapter 2, and a

similar nonlinear analysis can be applied to derive the limit cycle of the frequency-tracking

loop, i.e. the locked behavior of the integral control variablesωi andφi. Once the limit

cycles ofωi andφi are found, we can derive the limit cycles of the other variables such as

ωp andφout using the relations,ωp(s) = τs · ωi(s) andφout(s) = (1 + τs)φi(s).

Based on this equivalent model, the phase portraits of the second-order bangbang PLL

are drawn in Figure C.3(a). The state variables areφi andωi, which are chosen as thex-

axis andy-axis, respectively. The phase detector makes decision onu based on the polarity
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Figure C.3: Limit cycle of the frequency-tracking loop: (a) phase portraits, (b) convergence
to a limit cycle

of the phase error,φerr, which is equal to(1 + τs)(φref,i − φi) = −(φi + τ(ωi − ωref )),

assuming an ideal reference clock for the sake of stability analysis. On the state-space, this

decision criteria corresponds to a linear boundary, expressed asωi − ωref = −φi/τ . The

phase detector outputu is +1 if the state(φi, ωi) is located below the boundary and−1 if it

is above the boundary. Within each region divided by this boundary line, the state follows

a parabolic trajectory, expressed as:

(ωi − ωref )
2 =

2ωbb

τ
· u(t− td)φi + Co, (C.1)

whereCo is a constant determined by the initial condition [43]. Figure C.3(a) plots the

phase portraits with various values ofCo.

Eq(C.1) has a termu(t − td) in it, implying that the updated loop response will not

take effect until the loop delaytd has elapsed. In the meantime, the phase portrait of one

region will persist even if it crosses to the other region, and this extended trajectory due

to loop delay will eventually set the limit cycle, as illustrated in Figure C.3(b). When the

initial trajectory is too small a parabola, the loop delay causes the state to cross they-axis,

φi = 0, before the switched phase detector outputu comes into effect. In this case, the

trajectory diverges to a larger parabola. Similarly, when the initial trajectory is too large
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a parabola, the switch happens before the state reaches they-axis, leading to a smaller

parabola. Therefore, the state converges to a trajectory of two symmetric parabolas with

their ends just meeting at they-axis. Ideally, the traversal time of this trajectory between

the boundary-crossing point (point A) and they-axis crossing point (point B) should be

equal to the loop delaytd.

In reality, however, the limit-cycle trajectories look more complicated than the one

shown in Figure C.3(b) for the following reasons. First, the discrete sampling period of

the PLL effectively increases the loop delay. For example, the phase detector cannot detect

the change in phase error polarity until the next sampling instant. Thus, the loop delay

can be increased by as much as one sampling period,tupdate. Second, the PLL updates

its frequency and phase in discrete steps. The desired lock point may not lie exactly on

one of these discrete levels, and in this case, the PLL will dither between the two adjacent

levels. The dithering pattern and frequency will differ depending on the relative position of

the lock point with respect to the discrete grid of the PLL phase and frequency. Third, the

loop delays that are not exact multiples oftupdate increases the randomness of the locked

behavior. A fractional loop delay causes the discrete levels of phase and frequency to move

over time, and thus causes the dithering pattern and frequency to change over time. With

all these effects combined, a bangbang PLL in a locked state can exhibit a complicated,

aperiodic behavior that varies strongly with the initial conditions of the PLL and that is

very difficult to analyze.

Although analyzing the limit-cycle trajectories directly seems difficult, we can find the

bounds of the limit-cycle trajectories to characterize the maximum deviation in the state

variables, e.g. the peak-to-peak clock jitter. In fact, it can be shown that the limit-cycle

trajectories are bounded by the two symmetric parabolas discussed above for an ideal case

except with the increased loop delay,td + tupdate. As this quantity appears frequently, we

call it theeffective loop delayand definetd,eff as:

td,eff = td + tupdate. (C.2)

When the bangbang PLL is in its locked state, the state(φi, ωi) always lie within the

bounded region defined by the two parabolic curves. Since these bounds are tight, we
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can derive the worst-case peak-to-peak variations in the state variablesφi andωi, exploit-

ing the geometry of this bounded region. The rest of this section derives the analytical

expression for the dithering jitter as well as the condition for the bangbang PLL stability.

From symmetry, the expressions for these parabolic boundaries are:

(ωi − ωref )
2 = 2ωbb

τ
·
(
φi + ∆φi,pp

2

)
for φi ≤ 0

(ωi − ωref )
2 = −2ωbb

τ
·
(
φi − ∆φi,pp

2

)
for φi ≥ 0.

(C.3)

where∆φi,pp is the peak-to-peak variation in the phaseφi, the output variable of the

frequency-tracking loop. To determine∆φi,pp, we apply the condition that the traver-

sal time from point A to point B is equal totd,eff . First, the frequencyωA at which the

parabolic curve and the decision lineωi − ωref = −φi/τ meet (point A) is:

ωA = ωref + ωbb

√1 +
∆φi,pp

ωbbτ
− 1

 . (C.4)

And, the frequencyωB at which the parabola meets they-axis (point B) is:

ωB = ωref +

√
ωbb∆φi,pp

τ
. (C.5)

With the expressions ofωA andωB, the traversal time from point A to point B can be

calculated as:
tA→B =

∫
A→B(dωi

dt
)−1 · dωi

=
∫
A→B(ωbb

τ
)−1 · dωi

= τ
ωbb

(ωB − ωA)

= τ
(
1 +

√
∆φi,pp

ωbbτ
−
√

1 + ∆φi,pp

ωbbτ

)
,

(C.6)

which should be equal totd,eff . Solving this equation yields the expression for the peak-

to-peak variation inφi:

∆φi,pp =
ωbbτ

4
·
(

2κ− 1

κ(κ− 1)

)2

, (C.7)

whereκ is defined asτ/td,eff . The solution for∆φi,pp exists only whenκ > 1, thus the

condition for stability.
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Figure C.4: Dithering jitter versus loop parameters: (a) total dithering jitter∆φout,pp versus
τ with various loop delays, (b) ratio between two dithering jitters as a function ofκ =
τ/td,eff

The geometric expression of the limit-cycle boundary also helps derive the total dither-

ing jitter of the output phaseφout. Sinceφout is equal to(1 + τs)φi = φi + τωi, the

peak-to-peak variation in the output phase,∆φout,pp, is equal to the peak-to-peak variation

in φi + τωi within the limit-cycle boundary, or equivalently, the peak-to-peak translation

width of the decision line that meets the limit-cycle boundary. Forκ greater than1+1/
√

2,

the peaks occur at points B and C, and in this case, the worst-case peak-to-peak dithering

jitter ∆φout,pp is expressed as:

∆φout,pp = (φB + τωB)− (φC + τωC)

= τ · (ωB − ωC)

= τ ·
(√

ωbb∆φi,pp

τ
−
(
−
√

ωbb∆φi,pp

τ

))
= 2

√
ωbbτ ·∆φi,pp

= ωbbτ
2κ−1

κ(κ−1)

= ωbbtd,eff
2κ−1
κ−1

.

(C.8)

The dithering clock jitter is mainly determined by the bangbang frequency stepωbb and

the effective loop delaytd,eff . Thus, to reduce the dithering jitter, it is important to keep
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the loop delay small and to constrainωbb accordingly. Withκ increasing from 2 to infinity,

∆φout,pp decreases from3ωbbtd,eff down to2ωbbtd,eff . The factorκ = τ
td,eff

determines the

stability of the bangbang PLL and plays a similar role to the damping factor in linear PLLs.

Small values ofκ indicates that the proportional gain is low compared to the integral gain

(underdamped) and the PLL will not converge to a locked state ifκ is less than 1 (unstable).

In case of a zero loop delay (td,eff = tupdate), the factorκ reduces to the Walker’s stability

factor ξ = 2τ/tupdate, which he derived from the ratio between the proportional phase

step (ωbbtupdate) and the integral phase step (ωbbt
2
update/2τ ) [76]. The expressions forκ and

∆φout,pp are more general equations including the loop delay effects.

To verify Eq(C.8), the analytical predictions are compared against the results from nu-

merical simulations [94]. Figure C.4(a) plots the dithering jitter measured from the sim-

ulation as points and the predicted values as solid lines, as a function ofτ . Since the

bangbang PLL has a different behavior depending on the initial condition, we ran multiple

simulations with the randomized initial values forωi andφout, and recorded the worst-case

dithering jitter. The measured results match well with the analytical predictions, verifying

that the expression in Eq(C.8) is indeed a tight bound on the dithering clock jitter.

Figure C.4(b) plots the ratio of∆φi,pp to ∆φout,pp, which is a function ofκ only. The

larger the factorκ, the smaller the dithering contribution of the integral-control loop and the

lower the total dithering jitter. To reduce the jitter close to the minimum,2ωbbtd,eff , values

of κ more than 20 are appropriate. However, too largeκ may slow down the frequency-

tracking loop and degrade the noise response, as described in the next section.

C.2 Tracking Behavior of a Bangbang PLL

The previous section described the locked state of a bangbang PLL; this section describes

how the PLL responds to a small disturbance on its locked state. For instance, the responses

to a drifting reference phase, to noise on the output phase, and to noise that affects the

output frequency. General tracking behavior of a bangbang PLL is first discussed and the

maximum noise that the PLL can tolerate is derived with the notion of effective bandwidth.

When tracking the variation in the reference phaseφref , the bangbang PLL does not

lose phase-lock if the phase drift of each cycle is less than the proportional phase step,
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ωbbtupdate, or equivalently, if the reference phase is drifting away with a relative frequency

less thanωbb. The phase-tracking loop can correct this small enough phase error in one step

and the tracking phase errorφerr will be kept within a certain bound,∆φout,pp/2+ωbbtupdate.

Figure C.5(a) shows the response of a bangbang PLL tracking the sinusoidal variation in

the reference phase.

While the phase-tracking loop maintains phase-lock, the frequency-tracking loop ad-

justs the base frequencyωi gradually toward the reference frequencyωref . For example,

when the reference frequency makes a step change, initially the phase-tracking loop com-

pensates for the phase drift and causes the average phase detector outputuAV G to be:

uAV G = −ωi − ωref

ωbb

. (C.9)

This nonzero average of the phase detector output will shift the base frequencyωi toward

the reference frequency and reduce the phase drift for which the phase-tracking loop has

to compensate. Therefore, the difference betweenωi andωref will decrease exponentially

with a time constantτ , as expressed below:

ωi − ωref = (ωi − ωref )|t=0 · e−t/τ (C.10)

When the reference phase drifts away at a faster rate thanωbbtupdate per cycle, however,

the output phase of the bangbang PLL will not be able to move fast enough to keep the

locked state. This is calledslope overlimitingand illustrated in Figure C.5(b). For a sinu-

soidal variation in the reference phase,φref = ANcosωN t, whereAN is the amplitude of

the disturbance in radians andωN is its frequency, the condition for a phase-tracking loop

to experience slope overlimiting is:

dφref

dt
|max = ANωN > ωbb. (C.11)

Interestingly, the tracking bandwidth, i.e. the maximum noise frequencyωN that the

bangbang PLL can track without slope overlimiting, depends on the noise amplitudeAN .

This is contrary to linear PLLs which have tracking bandwidths that are independent of the
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Figure C.5: Bangbang PLL tracking the sinusoidal variation of the reference phase : (a)
without slope overlimiting, (b) with slope overlimiting
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Figure C.6: Responses of a bangbang PLL to the sinusoidal variation of the reference
phase: (a) with different amplitudes, (b) with different stability factorκ = τ/td,eff

noise amplitude. This unique amplitude-dependent property of the bangbang PLL track-

ing bandwidth is plotted in Figure C.6(a). The transfer gain of this nonlinear system is

approximated as the output amplitude divided by the input noise amplitude at each noise

frequencyωN .2 If the reference phase varies either with high frequency or with large am-

plitude, the PLL output phase cannot follow the change to its full extent and the transfer

gain is reduced.

The frequency-tracking loop helps extending the tracking bandwidth, but too large inte-

gral gainωbb/τ may cause peaking in the transfer function, as illustrated in Figure C.6(b).

When the phase-tracking loop experiences slope-overlimiting, the phase detector output

can have a long string of either +1’s or -1’s, which accumulates the integral-controlled

frequencyωi in one direction. By the time the loop recovers from slope-overlimiting, the

accumulatedωi may become too far from the reference frequencyωref , especially when the

integral gain is too large or the loop delay is too long. In this case, the phase-tracking loop

will face another slope-overlimiting, this time because of the frequency error|ωi − ωref |
being larger thanωbb. In other words, the momentum gained by the frequency-tracking loop

2Unlike a linear system, the response of a nonlinear system to a sinusoidal input is not an equal-frequency
sinusoid with a new amplitude. Therefore, the transfer gain at each frequency cannot be rigorously defined.
The approximate transfer gain used here is to illustrate the amplitude-dependent noise response of a bangbang
PLL.
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Figure C.7: Response of a bangbang PLL to a step variation in VCO frequency

will make the output phase overshoot and thus induce peaking in the transfer function. The

peak appears just above the cut-off bandwidth where the slope-overlimiting lasts for the

longest period of time, and it becomes larger for the longer loop delay and the higher inte-

gral gain. Therefore, the peaking in the transfer gain is a function of the ratio between the

loop delay and the integral gain,κ = τ/td,eff , which has a similar implication to the damp-

ing factor in linear PLLs. Figure C.6(b) suggests thatκ values of 20 to 40 are reasonable

for small peaking and wide bandwidth.

In addition to the reference phase noise, the PLL may also have noise on its output

phaseφout. The only difference in the PLL response is that the PLL will try to reject the

output phase noise instead of tracking it. In this case, the tracking bandwidth in Eq(C.11)

and Figure C.6 pertains to the maximum frequency of the output phase noise that the PLL

can filter. Low-frequency noise can be compensated by the PLL and get filtered before

its full amplitude propagates to the output. High-frequency noises, however, will not be

suppressed by the PLL and will propagate to the output.

Another important noise source in a bangbang PLL is the noise on the frequencyωi.
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Figure C.8: Pull-in behavior of the bangbang PLL: the phase detector output has nonzero
average value

For example, the supply noise may vary the VCO frequency. Figure C.7 shows the peak-

to-peak phase error when different frequency steps are applied toωi. When the frequency

step is less thanωbb, the phase-tracking loop can reject the phase noise and the phase error

is kept within the dithering jitter level. When the frequency step is larger thanωbb, however,

the phase-tracking loop will momentarily lose lock until the frequency-tracking loop brings

ωi close back toωref . The duration of the lost phase-lock will be longer for lower integral

gain and for longer loop delay. Therefore, the peak phase error is larger for the larger

values ofκ = τ/td,eff . Although largeκ is good for stability and for low dithering jitter,

it can slow down the frequency-tracking response and makes the PLL more susceptible to

frequency noise.

C.3 Out-of-Lock Behavior of a Bangbang PLL

We discussed that when the VCO base frequencyωi is within ±ωbb from the reference

frequencyωref , the phase-tracking loop will acquire lock without cycle-slipping. In other

words, the lock-in range of the bangbang PLL is:

lock-in range :|ωi − ωref | < ωbb. (C.12)
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Figure C.9: Average phase detector output versus frequency error: a case with a zero loop
delay

Whenωi is out of this range, the phase error accumulates at a faster rate than the phase-

tracking loop can keep up. In this case, the phase error will keep increasing to the point

where it crosses the cycle boundary (calledcycle-slipping) and start increasing again. In the

meantime, the phase-tracking loop will make efforts to acquire lock and the phase detector

will have some nonzero average output. If this average phase detector output can pull the

base frequencyωi close enough toωref , the phase-tracking loop will be able to acquire

lock eventually. The frequency range that the PLL can gain lock after some cycle-slipping

is calledpull-in range.

The pull-in range can be found by examining the average phase detector outputuAV G

for each frequency errorωi − ωref . Figure C.8 illustrates that whenωi is held constant at

a frequency distant fromωref , the phase detector will have a periodic output as the PLL

slips cycles. In case of a zero loop delay, the phase detector outputu will be +1 exactly

when the phase errorφerr is between 0 and+π, and−1 whenφerr is between−π and 0.

In the meantime, the output frequencyωout will alternate betweenωi + ωbb andωi − ωbb.
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Figure C.10: Average phase detector output versus frequency error: a case with a nonzero
loop delay (td = 2.5 · tupdate)

While ωout is at one of the two frequencies that is closer toωref than the other, the phase

error will accumulate at a slower rate and thus the corresponding phase detector output

will last for a longer period of time. As a result, the phase detector output will have a net

average value that directsωi towardωref . The plot of average phase detector outputuAV G

versus frequency errorωi − ωref is shown in Figure C.9 for the case of a zero loop delay.

The pull-in forceuAV G is highest nearωref but decreases as the frequency error increases

because the difference in phase-drifting rates diminishes.

With a zero loop delay,uAV G always gives the right polarity that pulls the loop toward

lock. The pull-in range is as wide as±ωref/2, beyond which the loop will be pulled

toward the harmonics. However, for nonzero loop delays, the polarity ofuAV G may become

opposite; the loop may be pushed away instead of being pulled in. Figure C.10 shows the

plot of uAV G versus frequency error when the loop delaytd is equal to2.5 · tupdate. Due to

the loop delay, the pull-in range is much narrower; only±7% of the reference frequency in

this case. Since no PLL has truly zero loop delay, understanding the effects of loop delay
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Figure C.11: Drifting of the phase errorφerr in case of nonzero loop delay

on the pull-in range is important. The rest of this section derives the expression for the

pull-in range as a function of the loop delay.

Figure C.11 shows drifting of phase error versus time when the loop delay is non-zero

andωi > ωref + ωbb. When the phase detector outputu is +1, the PLL output frequency

ωout is ωi + ωbb and the phase errorφerr will drift at a rate,dφerr/dt = (ωi + ωbb) − ωref .

Similarly, whenu is−1, dφerr/dt = (ωi − ωbb) − ωref . Due to the loop delay, the phase

detector outputu does not switch until the effective delaytd,eff elapses afterφerr crosses

the decision boundaryφerr = 0 or ±π. The durations for whichu is +1 and−1 are,

respectively:

Tu=+1 =
π+2ωbbtd,eff

ωi−ωref+ωbb
,

Tu=−1 =
π−2ωbbtd,eff

ωi−ωref−ωbb
,

(C.13)

for ωbb < ωi − ωref < π/td,eff . Then the average phase detector outputuAV G is:

uAV G =
(ωi − ωref ) · td,eff − π/2

π/2 · (ωi − ωref )/ωbb − ωbbtd,eff

for ωbb < ωi − ωref < π/td,eff . (C.14)

Eq(C.14) suggests that the polarity ofuAV G will be the opposite when the frequency error
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reachesπ/2td,eff . Therefore, the pull-in range of a bangbang PLL is:

pull-in range :|ωi − ωref | <
π

2td,eff

. (C.15)

The longer the loop delay, the narrower the pull-in range. When the frequency error

ωi − ωref reaches beyondπ/td,eff , the phase errorφerr will drift at a large enough rate

that it crosses the next decision boundary before the loop delay elapses. In this case, the

expression foruAV G becomes:

uAV G =
3π/2− (ωi − ωref ) · td,eff

π/2 · (ωi − ωref )/ωbb + ωbbtd,eff

whenπ/td,eff < ωi − ωref < 2π/td,eff .

(C.16)

In Figure C.10, the predicted trend from the analysis shows a good match with the numer-

ical data points. The numerical data points show irregularities at large frequency errors

whereTu=+1 andTu=−1 are small multiples oftupdate and the quantization noise becomes

dominant.

C.4 A Frequency-Acquisition Aid: Frequency Sweeping

Section 4.3.1 described frequency-sweeping as a frequency-acquisition aid. The idea is

to first initialize the frequencyωi to the highest end and to step it down by some amount

whenever the PLL detects cycle-slipping. When the PLL is out of the pull-in range, the

frequency sweeper guides the PLL toward lock. Once it comes within the pull-in range,

the control action of the PLL dominates and drives the loop toward lock. Therefore, the

frequency step of the frequency sweeperωs is bounded on two sides; it must be large

enough to overcome the opposite-sign pull-in force but also be small enough to guarantee

thatωi will always fall into the lock-in range of the PLL without skipping it.

The upperbound of the frequency stepωs is 2ωbb, since the lock-in range is2ωbb-wide.

Onceωi falls into the lock-in range, the phase-tracking loop will prevent cycle-slipping and

will acquire lock while frequency sweeping is essentially disabled. If the frequency step

is so large thatωi skips the lock-in range, however, the PLL will have cycle-slipping again

and this time the frequency sweeper will pull the PLL away from lock. The PLL may never



142 APPENDIX C. BANGBANG PLL DESIGN FOR CLOCK RECOVERY

be able to return to the lock-in range if the pull-in force is not strong enough to counteract

the frequency sweeper. It is because detecting cycle-slipping only cannot distinguish the

polarity of the frequency error and thus the frequency is swept only in one direction.

The lowerbound, on the other hand, depends on the opposite-sign pull-in forceuAV G,

which has a peak value ofωbbtd,eff/π at |ωi − ωref | = π/td,eff . Without any frequency

acquisition aid, the frequencyωi will drift away from this worst-case point at the av-

erage rate of2ω2
bbtd,eff/ωrefτ per cycle. In the meantime, the cycle-slipping happens

π/ωref td,eff times per cycle on average, implying that the minimum frequency step of

(2ωbbtd,eff )
2/2πτ = 2ωbb/κ ·∆φp,pp/2π is required for the frequency sweeper to overcome

the opposite-sign pull-in force barrier.

Summarizing both constraints, the expression for the possible range ofωs is:

(
2

κ
· ∆φp,pp

2π

)
· ωbb < ωs < 2ωbb. (C.17)

For∆φp,pp of 2% of the unit interval (UI) andκ value of 40, the range becomes0.001·ωbb <

ωs < 2 · ωbb, which is fairly wide. In adaptive-bandwidth PLLs, the frequency stepωs can

have a fixed ratio toωbb for a wide operating range, by scaling the frequency sweeping

current proportionally with the main charge pump current.

C.5 Multiphase System Issues

For clock-recovery applications that use multiple phases instead of high frequencies to

distinguish finely-spaced timings, detecting timing error involves dealing with multiple

phase detector outputs every clock period. For example, in clock recovery PLLs described

in Chapter 4, totalM phase-detecting receivers cover every possible data transitions within

a cycle, giving at mostM timing decisions per cycle, whereM is the multiplexing rate.

It should be noted that covering only a subset of transitions, i.e. using less thanM

phase detectors, can create some additional false-locking states due to frequency aliasing.

Figure C.12 illustrates the case when the phase detector detects the timing of only one out

of five possible edges. The subharmonic frequencies such as 4/5 or 6/5 of the reference

frequency become equally-probable lock states. Although it is still possible to use less than
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Figure C.12: False locking modes of a bangbang clock recovery. Cases for a 5-phase
multiplexing link

M phase detectors and let the frequency acquisition aid prevent false lock, the full cover-

age of data transition points is generally desirable to fully utilize the timing information

embedded in the data stream.

Given the multiple phase detector outputs per cycle, there are several ways to handle

them to control the timing of the VCO. A straightforward way is to apply them all individ-

ually to the VCO. Since it is difficult to time-multiplex these phase detector outputs into a

single high-frequency output stream, the PLL may need multiple charge pumps or multiple

frequency-control inputs for the VCO. In this case, the effect of one phase detector output

can span more than one phase and up to one cycle (M phases). Thus, the control periods of

multiple phase detectors may overlap in time, effectively increasing the overall loop gain.

Lowering individual control gain may be needed to keep the dithering jitter low.

For an equal total gain, the overlap in control periods in fact reduces the dithering jitter.

When the VCO timing turns from late to early, the aggregate control gainu will gradually

increase from−1 to +1 in small steps (= 1/M ) as the phase detectors switch their outputs

at different times. It is contrary to the case with no overlaps where the control gainu switch

abruptly between−1 and+1. This gradual change inu lowers the peak-to-peak dithering

jitter, at most by a factor of 2 whenM is large and the loop delay is 0. However, the

jitter-lowering benefit diminishes as the loop delay increases.

Another way to handle multiple phase detector outputs is to decimate them into one
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Figure C.13:ωi-noise response of multiphase bangbang PLLs: (a) applying multiple PD
outputs individually, (b) decimating them by the majority vote

aggregate output per cycle, e.g. by taking the majority vote, so that the PLL does not need

multiple control ports for the VCO. However, majority-voting will effectively increase the

loop delay, adversely affecting the dithering jitter. The majority-voting circuit needs to wait

for all M decisions to be ready before making the final aggregate decision and thus the loop

delay is longer for the decision that arrives earlier. Nonetheless, the benefit of decimating

is that the overall loop gain becomes less sensitive to transition density. The loop gain will

remain constant as long as there is at least one transition out ofM , which can be ensured by

proper coding. Constant loop dynamics enable easier performance estimation and design

verification.

Figure C.13 compares the frequency noise responses of the multiphase bangbang PLLs

for these two cases. The two phase detector implementations are normalized to the equal

dithering jitter and a loop delaytd of 1 cycle is assumed. As expected, the non-decimating

phase detector case has a stronger dependency on the transition density than the decimating

case. For high transition densities, the non-decimating case experiences less jitter and thus

exhibits higher bandwidth. The overlap in control periods reduced the dithering jitter and

allowed the peak loop gain to be higher for the specified jitter. However, for transition rates

lower than 75%, the effective gain of the non-decimating phase detector drops below that

of the decimating phase detector and the decimating case shows better noise response.
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